
COOPERATIVE EFFECTS IN PLASMAS 

B. B. Kadomtsev 

1. Preliminaries 

1.1. Plasma states 

The term "plasma" was proposed by Langmuir for a mix­
ture of electrons and positively charged ions to indicate its un­
usual physical properties. Plasma exists in such circumstances 
when a gas can be ionized. A very small quantity of ions ex­
ist even in a candle flame. But to be considered a plasma the 
density of the charged gas component must be not too small. 

The level of gas ionization can be characterized by the ra­
tio of the ion density to the neutral atom density. When this ratio 
is not too low and the ion interactions with the electromagnetic 
fields become important, the charged components of the ionized 
gas can be considered a plasma. There are many examples of 
plasma states. The most familiar is ordinary lightning: plasma 
here is produced for a very short time interval during the giant 
electric discharge between a cloud and the ground. The myste­
rious ball lightning is probably another member of the natural 
plasma states family. 

Our Sun and all of the stars are giant plasma spheres. 
The Sun's surface displays a lot of very complicated physical 
phenomena reflecting the very rich internal life of solar plasma. 
No less complicated plasma phenomena occur in near space on 
the boundary and inside the Earth's magnetosphere. The corre­
sponding plasma activity is produced by the interaction of the 
solar plasma wind with the magnetic field of the Earth. 

Plenty of different plasma patterns are produced artificial­
ly by man in various specific devices. The most familiar are the 
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glow discharges used for the illumination of large cities. Similar 
discharges can be used in gas lasers and in plasma processing 
devices for the microelectronic industry. 

A new branch of plasma physics appeared when the idea 
of controlled nuclear fusion was proposed. A lot of different con­
cepts for hot plasma magnetic confinement were suggested. A 
very broad research programme over the world was established 
and continues to develop with large investment of resources. This 
research has revealed a lot of new cooperative phenomena in 
magnetically confined plasmas. All these phenomena are essen­
tially nonlinear. That is why plasma physics is in fact the physics 
of nonlinearities. 

The physics of nonlinear phenomena is complicated enough. 
To understand it is not a simple matter. To facilitate the dis­
cussion of nonlinear effects it is reasonable to start with a very 
simple subject and then to proceed to more and more complicat­
ed phenomena. We shall start our consideration with nonlinear 
ion sound waves. 

1.2. Ion-sound waves 

1.2.1. Equations oj motion 

Ion sound waves can be observed experimentally under 
very simple conditions. There are many devices in which a low­
ly ionized plasma can be produced either with the help of an 
external plasma source or by direct gas ionization in a glow or 
high-frequency discharge. Such a plasma has usually a low den­
sity and its electrons have a Boltzmann distribution of velocities 
with a temperature of a few electron-volts. As for the ions, they 
have a very low temperature due to collisions with the neutral gas 
atoms. Their temperature can be considered as approximately 
zero compared with the electron temperature. 

We shall consider one-dimensional motions when all quan­
tities depend on one coordinate x. Let us assume that the ions 
are shifted along this coordinate. If the electron shift does not 
coincide with the ion shift, then some electric field E appears 
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which is produced by the plasma itself. If ion collisions with 
neutral gas atoms are not frequent and can be neglected, the ion 
motion equation can be written in the following form: 

dv 
mi dt = eE. (1.1) 

Here mi is the ion mass and e is its electrical charge, v is the 
x -component of ion velocity. 

The ion density ni evolves according to the continuity 
equation: 

(1.2) 

Consider now the electron behavior. The motion of ions is 
slow so that during the compression and decompression the elec­
tron component has enough time to equilibrate its temperature 
along the x-axis. Thus, we can assume the electron temperature 
Te = const. The inertial force is negligible for the same reasons 
so that electrons are in the state of gas dynamic equilibrium: 

8ne 
Te ax = -eEne· (1.3) 

Here ne is the electron density. The electric field E is produced 
by the ion and electron charge separation and is subject to the 
Poisson equation 

(1.4) 

Equations (1.1)-(1.4) describe the one-dimensional motion 
of plasma. As we see equations (1.2)-(1.3) are nonlinear, so that 
nonlinear effects are definitely present if the wave amplitude is 
not small. But before proceeding to nonlinear phenomena, it is 
reasonable to start from less complicated linear waves. 

1.2.2. Linear ion-sound waves 

If the amplitude of perturbation is very small, all the set of 
equations can be linearized by dropping higher order terms. We 
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assume that the plasma is initially at rest with v = 0 and its 
density is constant: ne = ni = no = const. When a small per­
turbation is present, we have 

(1.5) 

where the prime indicates small perturbation values. 
Dropping the second order terms we obtain linear equa­

tions. It is known that any solution of the set of linear equa­
tions can be considered as a superposition of the harmonics 
exp( -iwt + ikx), where w is the angular frequency and k is 
the wave number. For such a wave equation (1.3) leads to the 
relation ikTen~ = -eEno and with the help of (1.4) we obtain 
the following relation between n~ and n~: 

(1 + k2d2 )n: = n~. (1.6) 

Here d2 = Te/47re2no, the d-value is called the Debye length. 
As we see, the difference between n~ and n~ diminishes when 
k2d2 -t O. Thus, we can claim that plasmas become quasineutral 
when the wave length is much larger than the Debye length. 

With the help of (1.6) and linearized equations (1.2) we 
can write equation (1.1) in the following form: 

ov + c; ov = O. 
ot vp (l + k2d2) ox 

(1.7) 

We have introduced new notation here: c; = Telmi is the square 
of the sound velocity, and vp = wi k is the phase velocity. 

In the linear approximation dvldt = ovlot = -iwv, so 
that for harmonics of type exp( -iwt + ikx) we obtain from (1.7) 
the relation between the frequency and the wave number: 

c2k2 

w2 = (1 +5 k2d2) . (1.8) 

This relation is called the dispersion relation. For very 
small wave numbers when k2d2 -t 0 this relation has the ap­
proximate form w2 = c; k2 similar to the corresponding rela­
tion for normal sound propagation in air. The phase velocity 
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Vp = w / k = Cs is the same for all harmonics in this case. In oth­
er words there is no dispersion: all harmonics propagate keeping 
the same phase relations which were imposed on them during 
the sound generation. We are not surprised that speech can be 
heard at any distance from the speaker without distortion when 
the sound is sufficiently loud. But this property off sound would 
be lost if the phase velocity were dependent upon the wave num­
ber. 

When k2d2 increases, dispersion appears. For k2d2 « 1 
it is weak, but if k2d2 2: 1 the dispersion is strong. The depen­
dence of the frequency on the wave number for ion sound waves 
is shown in Fig. 1.1. As we see as k2d2 -+ 0 the frequency is 
proportional to the wave number, but for large k values satura­
tion takes place. At very large k values the frequency is equal to 

W = V47fe2no/mi Wpi. This value is called the ion Langmuir 
frequency. 

w 

~/d ---------------------

k 

Fig. 1.1. Dependence of the ion wave frequency 
on the wave number. 

The characteristic wave number value ko at which the 
transition to saturation becomes appreciable is equal to ko = 
d- 1 . As we see from Fig. 1.1, the phase velocity vp = w/k is 
close to Cs as k2 / k3 -+ 0, but for larger k values the phase 
velocity decreases when k -+ 00. 
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1.3. Linear waves in dispersive media 

1.3.1. Dispersion of waves on a water surface 

When we consider harmonic plane wave propagation, wave 
dispersion looks like a very weak and harmless effect: it appears 
simply as a phase velocity dependence upon the wave number. 
But in real conditions monochromatic harmonic waves are ex­
cited not so frequently. Usually wave packets are excited or 
emitted, representing a superposition of plane waves. They look 
like some localized patterns and in these cases wave dispersion 
leads to very specific and very interesting effects. 

These effects could be considered directly on the basis of 
plasma waves. However for each of us waves on water surfaces 
are much more familiar. That is why we start the discussion of 
wave dispersion effects with gravitational waves on the water. 

The most simple case corresponds to gravitational waves 
on deep water. The compressionless fluid dynamics are described 
by two equations, namely by the Euler equation with the gravi­
tational force taken into account, 

dv 
p dt + Vp = pg, 

and the continuity equation 

V·v=O, 

(1.9) 

(1.10) 

where g is the gravitational acceleration directed downward and 
p is the fluid mass density. At first let us find the dispersion 
relation for the gravitational waves. We consider a linear wave 
with a very small amplitude propagating along the horizontal x­
axis and having only one harmonic of the type exp( -iwt + ikx). 
Let the vertical coordinate be z. 

In the steady state the water surface is horizontal and is 
situated at z = O. The equilibrium hydrostatic pressure is equal 
to Po(z) = Po - pgz, where Po is the atmospheric pressure on the 
water surface. But if the water surface is perturbed, the gravita­
tional force will try to restore the equilibrium and in combination 
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with the inertial motion, gravitational waves will be generated 
on the surface. In addition to the velocity v of fluid we can 
use the displacement e for the small amplitude perturbations. 
These values are coupled by the evident relation: v = aelat. 
Now we can linearize equation (1.9). In the zero approximation 
the gravitational force is compensated by the hydrostatic pres­
sure gradient. Thus, we obtain the following relation for linear 
perturbations: 

a2e __ ~ V I at2 - p p, (1.11) 

where p' is the pressure perturbation. We can now apply the 
V· operator to (1.11) taking into account that V· e = o. Thus, 
we obtain 

~p' = O. (1.12) 

For a plane wave of type exp( -iwt + ikx) this equation looks 
like 

(1.13) 

If the water is deep we have to take only one of the two solu­
tions of this equation, namely p' = p'(O) exp(kz), because this 
function tends to zero when z --+ -00. 

N ow we have to take into account the fact that the pres­
sure perturbation near the water surface is produced by the thin 
displaced water layer: when the surface is shifted vertically by 
~z, the fluid pressure under this surface (at fixed z value) is in­
creased by the value pg~z. Thus, we obtain a linear boundary 
condition p'(O) = pg~z(O), where the zero argument value cor­
responds to z = o. Now the z-component of equation (1.11) at 
z = 0 gives 

W2~Z(O) = ~ p'(O) = kg~z(O). 
p 

Therefore we obtain the following dispersion relation: 

(1.14) 

(1.15) 
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which corresponds to gravitational waves on a deep water sur­
face. 

Relation (1.15) is valid for sufficiently long waves when the 
surface tension is not important. To take the surface tension in­
to account, we have to add an additional force under the curved 
surface: bp' = a / R = -a 02~z/OZ2. Here a is the specific sur­
face tension and R is the radius of curvature. Thus, we obtain 
for the harmonic plane wave: p'(O) = pg~z(O) + ak2~z(0). With 
this new relation we obtain from (1.14): 

(1.16) 

We see that when the wave number increases the gravi­
tational wave is smoothly transformed into a so called capillary 
wave with frequency w = (a / p) 1/2 k3/ 2 . This transition takes 
place for water at k rv 10 cm-l, i.e., at a wavelength of about 
lcm. 

Now we can obtain the relation for the phase velocity vp = 
w/k. Namely with the help of (1.16) we obtain: v; = g/k+ak/ p. 
As we see, water surface waves have a strong dispersion: the 
phase velocity decreases when k increases for small k-values 
and increases with k at k values larger than ko = (gp/a)1/2 rv 

10 cm- 1. Only in the narrow region near k = ko is the dispersion 
weak and the phase velocity weakly dependent upon k. Note 
that the minimum value of the phase velocity corresponds to 
k = ko and is equal to (Vp)min = (ga/p)1/2. 

We now consider the case when the water basin is not 
very deep. Let h be the depth of the water layer. The normal 
component of displacement, ~z( -h), and consequently, op' /oz, 
at the bottom must be zero. Hence we have from (1.13) p' = 

p'(O) cosh [k(h - z)]/ cosh(kh), where cosh(x) = (eX + e-X)/2. 
With the help of this relation and (1.11) we obtain the following 
dispersion relation for a water layer of finite depth: 

(1.17) 
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An interesting case arises when the water layer is shallow, 
i.e., kh« 1. Equation (1.17) can be expanded in this case in a 
series in powers of kh and so approximately 

w2 = k2h (g+ ~k2) (1- k23h2). (1.18) 

When k is very small w2 = k2 hg, i.e., there is no dispersion in 
this case. If we take the next order terms we obtain approxi­
mately: 

(1.19) 

As we see, weak dispersion appears. Thus, in the case of a 
shallow water layer the waves have only weak dispersion. 

1.3.2. Waves from a local pulsed source 

All of us know how beautiful is the picture of rings on pond 
produced by a dropped stone. After a short period of nonlinear 
surface rippling the perturbed area expands, the amplitude of 
perturbation diminishes, and soon a beautiful pattern of many 
expanding circles develops. This is the most clear and familiar 
example of wave dispersion. 

From the purely mathematical point of view the prob­
lem of description of a linear wave is very simple. Any wave 
pattern can be represented as a superposition of plane waves 
with a known dependence of the frequency upon the wave num­
ber. In particular, the localized source can be considered as a 
two-dimensional c5 -function whose Fourier components are well­
known. Thus, the temporal evolution of the Fourier components 
as well as their superposition are at hand. 

We are interested here not in the exact solution, however, 
but in the qualitative picture of the wave propagation. That is 
why we shall use a simpler approach which can be applied to 
many other cases. 

Namely we shall argue in the following way. Let the pic­
ture of the circular waves look like the one shown in Fig. 1.2 
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dr ro r 

Fig. 1.2. Radial dependence of the surface vertical 
displacement. The wave pattern is seen inside a 
circle with radius ro. The ring with thickness D..r 
looks like a circular wave packet. 

where the radial dependence of the vertical surface displacement 
~z is drawn as a function of distance r from the point source. 

Now let us divide all the circle into rings in such a way 
that each ring contains at least several humps. Each of these 
rings can be considered as a wave packet. It is known that the 
wave packet propagates with the group velocity Vg = ow 10k. For 
gravitational waves with dispersion w = ...fijK, the group velocity 
is equal to Vg = ~/ glk. As we see the group velocity is half the 
phase velocity vp = wlk. Propagating with the group velocity 
the wave packet with wave number k covers a distance r = Vgt 

for a time interval t counted from the moment of perturbation 
generation. Thus, at the moment t this packet reaches the point 

r = (tI2)/glk or, alternatively, the wave number at this point 
is equal to 

(1.20) 

Being considered at fixed r value this relation shows that 
the wave number at a given point increases with time. This 
means that the wave packets are permanently renewed being re­
placed by packets with higher k values. These packets run with 
group velocities and at each r point Vg = r It. If we fix the value 
t then relation (1.20) describes the dependence of k upon r. As 
we see the wave number is very large near the center decreas-
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ing rapidly with increasing r. When kr becomes of the order of 
unity, the wave pattern disappears, and at larger values of r we 
see no waves. In other words, the relation rk rv 1 defines the 
maximum radius ro which represents the boundary of the wave 
pattern. Using (1.20) we estimate ro rv gt2/4. This is the visible 
boundary of the wave structure, i.e., the front of perturbations. 
As we see this front expands with constant acceleration of the 
order of 9 - the gravitational acceleration. 

Note that the phase velocity is twice the group velocity. 
Hence, the crests run twice as fast as the groups of waves and 
after reaching the boundary of the circle at r = ro they disap­
pear. 

In addition to the wave number behavior it is reasonable 
to consider how the phase of the wave pattern behaves. The 
phase cp is defined by the relations: w = acp I at, k = -acp I ax. 
In other words the temporal rate of the phase variation is equal 
to the angular frequency, and its gradient corresponds to the 
wave number. Using (1.20) and the relation w = v'9k it is easy 
to get the relation 

gt2 
cp= -. 

4r 
(1.21) 

In our case when wand k are functions of the r It ratio only the 
phase cp is equal simply to . cp = wt - kr. We see again that at a 
large distance from the center there are no waves: the change of 
phase there is less than 7r and no crest can be observed. 

1.3.3. Cherenkov emission 

Perhaps many readers have had the opportunity to observe 
the beautiful waves produced by a moving boat or ship. These 
are shown in Fig. 1.3a. This picture looks very complicated. 
But in fact this is no more than the simple Cherenkov radiation 
produced by a body moving with a velocity larger than the phase 
velocity. All the complication is produced by the dispersion of 
the gravitational waves. 

It is well known that Cherenkov emission arises as a su­
perposition of elementary waves produced by a moving body. 



12 B. B. Kadomtsev 

y 

Fig. 1.3. (a) Gravitational waves on deep water 
produced by a moving ship. (b) Family of curves 
with constant phase. 

Figure 1.4a shows the radiation produced by a body mov­
ing with supersonic velocity in air. Elementary waves look like 
circles here. These elementary perturbations have the same 
phase on the Mach line representing the envelope of all the cir­
cles. As is seen in Fig. 1.4a, the angle of emission () is defined 
by the relation 

(1.22) 

where vp is the phase velocity and Vo is the velocity of the mov­
ing body. Note that cos () = kz/k where kz is the z-component 
of the wave vector k. Hence, relation (1.22) can be written in the 
form kzvo = kvp = w. This is the well known Cherenkov emis­
sion relation w = kzvo which shows that emission takes place 
when the velocity of the moving body coincides with the veloci­
ty of the phase along the z-axis: Vo = w/kz . In other words in 
the moving body frame of reference the wave is seen as a steady 
state pattern. 

Let us now consider how Cherenkov radiation is produced 
in a dispersive medium. As a simple example of such a medium 
we consider the emission of gravitational waves produced by a 
body moving on a deep water surface. 

We can say again that Cherenkov emission is produced as 
a series of small local perturbations. But now each of these per-
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a 

Fig. 1.4. Wave superposition produced by a mov­
ing body in the cases of nondispersive (a) and dis­
persive (b) media. 

b 

turbations generates a lot of circular waves as shown in Fig. 1.4. 
These circular waves are superimposed and they give rise to new 
lines of constant phase. Namely these lines of constant phase are 
observed by an external observer as a family of crests. Hence, 
we have to find the lines of constant phase in order to describe 
this wave pattern. 

How to do this is shown in Fig. l.4b. We choose two 
circular lines which correspond to elementary waves emitted by 
the moving body at times t and t + tlt. We assume that these 
lines correspond to the same phase, so that the difference in their 
radii is equal to vptlt. As for their centers, they are separated 
by the distance tlz = vol::lt as shown in Fig. l.4b. Thus, the 
angle () is again subject to the relation cos () = vp/vo as in 
the dispersionless case, and again we have vokz = vpk = w. 
Therefore the local relations are the same. 

But now we have to take into account that the wave pack­
ets propagate with the group velocity. Hence, we have the rela­
tion r = Vgt between the distance from the source and the point 
of observation, as shown in Fig. l.4b. This distance is not equal 
to the vpt product as it was in the case without dispersion. In 
particular for the case of gravitational waves Vg = vp /2, so that 
we have 

(1.23) 
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according to the Cherenkov emission condition (1.22). As is 
seen from Fig. l.4b the coordinates of the observation point in 
the frame of reference, where the moving body is at the center, 
can be expressed as x = r sin (), Z = vot - r cos (). We can now 
try to find the coordinates of the points with the same phase cpo 
With the help of the relations (1.21) and (1.23) we can express 
both rand t in terms of cp and get the following expression for 
the coordinates of the observation point: 

x 

Z = 

2 

r sin () = voCP sin () cos2 (), 

9 
v2cp 

vot - r sin () = _0_(2 - cos2 (}) cos (). 
9 

(1.24) 

(1.25) 

Here cp is the phase and () is the angle between the wave vector 
and the z-axis. If we fix the phase cp, then the formulae (1.24)­
(1.25) will define the line of constant phase expressed in the 
parametric form. Changing cp by the interval 27r we obtain the 
family of lines which describe the net of crests. As we see all the 
lines are similar to each other and correspond quite well to the 
picture observed in Fig. 1.3a. 

Qualitatively this net looks like a superposition of two 
types of waves. The waves with short wavelengths propagate 
sideways from the wave central line towards the periphery. The 
phase velocity of these waves is small compared with Vo so that 
the angle () for them is not very much different from 7r /2. The 
second type of wave looks like distinct fragments of the same pro­
gressive wave which propagates with a phase velocity vp equal 
to the moving body velocity Vo: vp = Vo. Hence, this wave has 
k = 9/v5 and propagates together with the body being in res­
onance with it. As is seen in Fig. 1.4 all the wave pattern is 
situated inside the angle 2a which can be found from the condi­
tion ax / a(} = 0 and the relation tan a = x / z for corresponding 
values of x and z. It turns out that a ~ 18°. 

Thus, independent of body size its motion produces a uni­
versal net of waves on the surface of the deep water. The struc­
ture of this wave family is defined by the dispersion relation only. 
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No less interesting is the case of capillary waves. Their 
dispersion relation is w2 = a / pk3 , so that the group velocity 
Vg = h/a/pk is larger than the phase velocity vp = Jak/p. It 
is not difficult to describe the wave propagation from the local 
pulsed perturbation. Namely, we have again r = Vgt so that 

4pr2 
k = 9at2' (1.26) 

As we see at a given t the wave number increases with rand 
the wavelength decreases with r. For kr :::; 1 the wave structure 
disappears so that we see no waves inside a circle with radius 
ro '" (a/p)1/3t2/3. With the help of (1.26) we can find wand 
the phase <po It is more convenient to define <p as <p = -wt + kr 
to deal with positive phase values. Thus, we obtain: 

4 p r3 
<p = 27 -;;{i' (1.27) 

We see again that the real wave structure appears at r > ro 
where the phase variation can exceed unity. 

Let us consider the Cherenkov emission of capillary waves. 
The condition that the wave structure propagates with the mov­
ing body velocity Vo is given again by the relation cos () = vp/vo. 
The point where this piece of structure is situated is seen in Fig. 
l.4b with r = Vgt = ~vpt. Taking the resonance condition into 
account we transform this relation into a relation between rand 
t: r = ~vot cos (). The phase <p at this point can be found with 
the help ofrelation (1.27): <p = ~(p/ a) r cos (). We can now again 
express the coordinates x = r sin (), Z = vot - r cos () through <p 
and (): 

x = 3 a <p sin () 
PV6 cos2 ()' 

a<p 2 sin2 () - cos2 () 
z=-------

PV6 cos3 () 
(1.28) 

The lines of constant phase are shown in Fig. 1.5. As we see the 
wave pattern exists in front of the moving body. Here the wave 
number corresponds to the resonance condition vp = Vo. Then 
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Fig. 1.5. Capillary wave structure produced by a 
moving body. 

the lines of constant phase bend and at large values of z the 
asymptotic behavior x f".J cp2/3 z2/3 is reached which corresponds 
to cos () -+ o. 

1.3.4. Ion-sound waves 

The dispersion of sound waves looks like w = csk(l + 
k2~)-1/2 so that the phase velocity vp = cs(l + k2~)-1/2. The 
group velocity is equal to Vg = 8wl8k = cs(1+k2~)-3/2. We see 
that the short wave perturbations propagate more slowly than 
the long wave ones. For the case of a local pulsed source we have 
Vg = r It and from the expression for Vg we find 

(1.29) 

where ko = lid. As we see this expression is defined in the 
subsonic region r < cst and this is quite natural. With the help 
of (1.29) the expression for the phase cp can easily be found: 

[ 2/3] 3/2 
cp = kor (cstlr) - 1 (1.30) 
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r 

Fig. 1.6. Phase (a) and amplitude (b) dependence 
upon the distance from a localized pulsed ion sound 
source. 
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The dependence upon r is shown qualitatively in Fig. 1.6. The 
same figure shows the amplitude dependence upon radius. If the 
source is not a strongly local one, then the short wave harmonics 
are absent and the wave packet of Fig. 1.6b will be localized near 
its edge r = cst. In this case the dispersion of waves is dominated 
by small kd values so that we can use the approximation 

w = csk (1 - 2k:Z) . (1.31) 

Thus, in this approximation the ion sound wave dispersion can 
be considered weak. 

In the case of weak dispersion the problem of Cherenkov 
emission is very much simplified. Namely the dispersion leads 
to slight broadening of the wave packet near the Mach line. The 
generation of the slower wave component looks exactly the same 
as its temporal evolution shown in Fig. 1.6b. 
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In the general case, however, when all sound wave har­
monics are present, the picture of Cherenkov emission is not so 
simple. Of course it can be treated with the help of the approach 
discussed earlier. 

Namely we can put v = r It and taking into account the 
relation Vg = cs (1 + k2d2)-3!2, we obtain the following relations: 
1 + k2d2 = (cstlr)2/3, w = cs k(rlcst)1/3. It is easy to check 
that these expressions for the wave number and frequency can 
be found by taking the corresponding derivatives of the phase 

cp = kor[(cstlr)2/3 - 1t/2 where ko = lid. With the help of 
the Cherenkov radiation condition wi k = Vo cos () the variables 
t, r can be expressed through cp and we obtain the following 
expressions for coordinates of the point of observation: 

r sin () = cpd V~ sin () cos3 () (1 _ V~ cos2 ()) -3/2 
Cs Cs 

x (1.32) 

z vot - r cos () 

~d :: (1 -~ cos' 9) (1 _ :; cos' 9) -3/' (1.33) 

These general expressions are valid for both subsonic and super­
sonic cases. It is interesting to consider the subsonic case when 
only the short waves can be emitted. Figure 1.7 shows a picture 
of Cherenkov radiation for the case v5/c; = 1/2. As is seen, the 
number of crests is not so large, so that this treatment being 
based on the wave packet approach is not quite accurate and 
has to be considered as qualitative. 

1. 3. 5. Weak dispersion 

When the wave numbers are small, the ion sound disper­
sion can be represented in the very simple form w = cs k(l -
k2/2k5). It turns out that this type of dispersion is more or less 
universal when the waves have no dispersion in the limit k -t O. 
Indeed, dispersion in this case can appear when the wave num­
ber becomes not very small in comparison with some internal 
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Fig. 1.7. Ion sound wave pattern produced by a 
subsonic moving body. Crests are shown by solid 
lines and the boundary of the perturbed area by 
dashed lines. 
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reciprocal length. If we denote this value as ko and expand the 
phase velocity value as a function of k in a series of k powers, 
we obtain in the first nonzero approximation 

(1.34) 

Only the second order term appears in this expansion because 
the phase velocity is an even function of k. The value Co in (1.34) 
corresponds to the phase velocity of the long wave perturbations 
in the limit k ---+ O. 

The dependence of the phase velocity upon the wave num­
ber (1.34) can have either a plus or minus sign in the brackets. 
Correspondingly, the group velocity Vg = co(l ± 3k2/2k5) either 
increases or decreases when the wave number increases. In the 
first case short wave perturbations overtake the long wave ones 
and in the second case they lag. That is why we shall call the 
first case a positive weak dispersion and the case with the minus 
sign as negative weak dispersion. Ion sound has a negative weak 
dispersion at small values of the wave number. As for waves on 
the water surface, their dispersion according to (1.19) can have 
both signs of dispersion: a negative one for a deep water layer 
and positive one for shallow layers, h:S 1 cm. 

When a magnetic field is present in plasma, new branches 
of plasma waves appear as will be shown in Section 5. They can 
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have both positive and negative dispersion including the weak 
dispersion in the limit of very small wave number values. 

Thus, weak dispersion is more or less a universal property 
of waves which have no dispersion in the limit k -+ O. The 
corresponding picture of wave evolution looks like the universal 
one. The waves propagate mainly with velocity Co and only 
the short wave component either overrun in the case of positive 
dispersion or lags the main wave packet in the case of negative 
dispersion. 

The picture of Cherenkov emission is again a universal one. 
It looks like the temporal wave packet evolution near the Mach 
line. In other words there is no difference between the temporal 
and spatial evolutions of the wave packets. We will see later 
that even weak dispersion is a very important property of waves 
with significant amplitudes. This means that nonlinear wave 
evolution is drastically changed when dispersion is involved. We 
shall proceed to understanding this phenomenon step by step 
starting from the simple case of the waves without dispersion. 

2. Nonlinear waves 

2.1. Ordinary progressive waves 

2.1.1. Beam of non-interacting particles 

Nonlinear waves are much more complicated than linear 
ones. There is no superposition principle here. Roughly speak­
ing it means that there are many more nonlinear phenomena 
than linear ones. Correspondingly, the physics of nonlinear phe­
nomena is much richer and more complicated. 

To step into the nonlinear phenomena world it is reason­
able to start with simple nonlinear effects which look like a mod­
est extension of linear ones. We will see that nondispersive and 
dispersive waves are drastically different. That is why we start 
our consideration with the nondispersive case and then we shall 
consider the influence of dispersion. 
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Before analyzing nonlinear wave evolution we consider a 
very simple model, namely, a one-dimensional beam of nonin­
teracting particles. The velocity v of each particle is constant 
so that from the point of view of a single particle this is an 
extremely simple situation. 

But now we consider this beam as continuous matter so 
that v is the function of time and x -coordinate. The same 
statement v = const can be written now as 

dv _ av av _ 0 
dt - at + v ax - . (2.1) 

The reason for equation (2.1) is as follows. The continuous func­
tion v is equal to v(t, x). When we intend to find the acceleration 
of a single particle we have to take the derivative 

dv av . av 
dt = at + x ax 

as for a composed function. But x = v and we obtain (2.1). 
A system of noninteracting particles is by no means a non­

linear system. But equation (2.1) appears to be nonlinear and 
has many features of nonlinear equations. In particular, it has a 
solution which is of a nonlinear nature. 

Let us start with very small linear perturbations. Namely 
we put v = Vo + v' where v' is extremely small. By linearization 
of (2.1) we obtain 

av' av' 
at + Vo ax = 0, 

and for harmonic perturbations of the type exp( -iwt + kx) we 
find the dispersion relation 

w = kvo. (2.2) 

As we see the phase velocity vp = w / k = Vo is constant. This 
means that the beam of particles looks like a nondispersive medi­
um in the linear approximation. Let us assume that this beam 
has an initial periodic perturbation asin(kx) where the ampli­
tude a is not small. It is better to consider the evolution of this 
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perturbation in a frame ofreference moving with velocity Vo. We 
put x = x' +vot, v = u+vo and drop the prime converting (2.1) 
into the following relation: 

du au au 
dt = at + u ax = o. (2.3) 

For a description of the beam evolution it is convenient to 
use an artificial phase space with coordinates u, x. Each point 
of this phase plane moves horizontally with velocity u. Cor­
respondingly, the upper semiplane moves to the right and the 
lower one to the left. The velocity of each point is proportional 
to its distance from the x-axis so that the plane is permanently 
sheared. 

u a 

x 

b 

x 

Fig. 2.1. Wave turnover in the case of a beam 
of noninteracting particles. Evolution of the beam 
velocity (a) and density (b). 

Figure 2.1a shows the evolution of the beam velocity in 
time. The initial perturbation looks like a dashed line. Later 
on this line deforms together with the phase plane deformation. 
Each horizontal layer of this plane moves with the velocity u 
and this shear flow produces the beam deformation displayed by 
the continuous curve in Fig. 2.1a. 
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As we see the wave profile becomes nonharmonical. Points 
1 and 2 with zero velocity are at rest but the layers with u =1= 0 
are moving and distort the initial sinusoidal curve. As we see 
the wave becomes steeper at the points 1, 2. At some moment 
steepening reaches such a level that the derivative au/ax be­
comes infinite at the points 1, 2. This is the moment when the 
wave overturns. Later on this overturning leads to multi beam 
pattern formation as shown in Fig. 2.2a where we see regions 
with three beams simultaneously. Here the function u(x) is not 
single-valued. 
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Fig. 2.2. Multibeam pattern as a result of modu­
lated beam evolution. The beam velocity (a) and 
density (b) are shown. 

We see that the curve u(x) has many turn points. These 
turn points continue moving - the upper points in the positive 
direction and the lower points in the negative direction. As a 
result the number of beams increases: new beams are generated, 
appearing in pairs. After long time of evolution the number of 
beams becomes so large that we can use the distribution function 
f (u) for an approximate description. 
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It is interesting to analyze what happens to the beam den­
sity n( t, x). It is easy to see that the harmonic wave distortion 
is accompanied by the density perturbation. As Fig. 2.1b shows, 
dense clouds of particles appear at the points 1, 2 where over­
turning builds up. Bunches of particles arise here. Such bunches 
of particles are used in klystrons for the generation of electro­
magnetic waves. 

The increase of density at the points 1, 2 continues up to 
the moment when au/ax becomes infinite. Simultaneously the 
density n(x) at these points becomes infinite. After overturning 
the number of singularities doubles, as Fig. 2.2b shows. When 
the number of beams increases the density "spikes" become nar­
rower and finally the density reaches an almost homogeneous 
distribution along the x-axis. In this limit the homogeneous 
distribution f (u) can be approximately imagined. 

Thus, the consideration of this very simple system reveals 
typical nonlinear effects. Namely higher order harmonics are 
generated up to the point of wave overturning accompanied by 
the corresponding density perturbations. As we shall see these 
effects are relevant to waves without dispersion. 

The nonlinearity is clearly seen in (2.3) equation. In prin­
ciple it could be treated by the method of subsequent perturba­
tions. For this purpose equation (2.3) should be rewritten in the 
more convenient form 

au au 
-=-u-at ax' (2.4) 

where the second order term is placed on the right-hand side. In 
the linear approximation this term is put to zero so that a linear 
wave has no temporal evolution. If we take the linear wave in the 
form u(1) = a sin kx then by the second order of perturbations 
equation (2.4) takes the form 

au(2) ka2 
at = _k2a2 sin(kx) cos(kx) = -2 sin(2kx), (2.5) 

where u(2) is the second order correction. According to (2.5) 
the second order term increases linearly with time and at t rv 
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1/ ka the amplitude of the second harmonic becomes of the same 
order of magnitude as U(l). Later on the method of subsequent 
approximations ceases to be valid. 

Using relations (2.4)-(2.5) we can easily understand why 
the absence of dispersion is so important for the overturning 
effect. As we see in (2.5) the secondary harmonic can grow up 
to a large amplitude for the only reason that it is always in 
resonance with the first harmonic. If dispersion were present, 
the secondary harmonic would have a different phase velocity 
so that rSvp = vp(2k) - vp(k) would not be zero. In this case 
equation (2.5) would be modified as follows: 

8U(2) 8U(2) ka2 

at + rSvPfu = -2 sin(2kx). (2.6) 

Its solution with the initial condition U(2)(t = 0) = 0 looks like 
this: 

a2 
U(2) = -£- [cos2kx - cos2x(x - rSvpt)]. (2.7) 

4uvp 

This expression is always finite and for a « rSvp it continues to 
be small compared with the first harmonic. 

From here we see quite clearly why nondispersive and dis­
persive media differ so much. In nondispersive media all har­
monics are always in resonance with each other all the time. 
Thus, the transfer of energy from one harmonic to another is 
not limited and continues up to the overturn of the wave. In 
dispersive media such an energy transfer is absent and higher 
order harmonics can be maintained in the equilibrium together 
with the first harmonics even in the case when nonlinearities are 
present. We will take this effect into account in the analysis of 
nonlinear wave packet evolution. 

With the help of the beam model we can discuss one ad­
ditional effect, namely, reversibility. This effect in a more com­
plicated form persists in some nonlinear kinetic phenomena, but 
here it can be seen in a very simple realization. 

As we saw, modulated beam evolution looks like a uni­
directional process: the number of secondary beams increased 
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continuously. It seems that eventually we have a practically 
smooth distribution of particles by velocity so that the distri­
bution function f(u) approach looks like the most appropriate 
one. However, this approach is not exact. Moreover, it is not 
the right one. 

Indeed, the beam of particles does not contain any dissi­
pative mechanisms and continues to be a completely reversible 
system. If we were able to reverse a particle velocity at some 
moment of particle evolution we could observe the backward evo­
lution of a beam in exactly the reversed sense. Namely on the 
ini tial background of the smooth particle distri bu tion f ( u) we 
would observe the generation of tiny bunches. These bunch­
es would grow and finally we would come to the initial homo­
geneous distribution of density with the velocity modulated as 
a sin kx. In other words we would come to the initial state but 
with reversed velocities. Later on this modulated beam would 
experience the same evolution stages as discussed earlier. 

We can say that an almost smooth multibeam distribution 
of particles has, in fact, not a smooth but a very fine discontin­
uous function f ( u). This state keeps all the information which 
was contained in its initial state. Beam velocity reversal can 
reveal the information and makes it explicit. Of course to re­
verse the beam particle velocities directly is not possible. But 
we will see later that there is another possibility for extracting 
the hidden information. This possibility relates to a very inter­
esting effect - the echo, which will be considered in this book 
somewhat later. 

2.1.2. Ordinary progressive waves 

N ow we consider a more realistic case, namely nonlinear ion 
sound waves with very long wavelengths. We neglect the dis­
persion assuming kd ---+ 0 and use the quasinuetrality condition. 
Correspondingly, we have the following set of equations: 

8v 8v 218n 
-8 +v-8 +cs--8 = 0, 

t x n x 
(2.8) 
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an a 
at + ax nv = o. (2.9) 

Here c~ = Te/mi = const. 
The set of equations (2.8)-(2.9) is strongly nonlinear and 

to solve these equations is not a simple matter. However, it turns 
out that there is a simplified solution which is very interesting for 
nonlinearity manifestation. This is the progressive wave. This 
wave looks like a modest generalization of a linear wave. 

So let us start again with linear waves. We put n = no+n', 
with n' and v small, and then drop all the second order terms. 
We obtain: 

av c2 an' 
-+~--O 
at no ax - , (2.10) 

an' av 
at + no ax = O. (2.11) 

We take the time derivative of equation (2.10) and then exclude 
an' /at with the help of (2.11). We obtain: 

(2.12) 

This equation has a solution v = v+(x - cst) + v_(x + cst), 
where v+ and v_ are arbitrary functions of their arguments. 
The solution v+ corresponds to a wave propagating along the 
x-axis in the positive direction, while v_ corresponds to a wave 
propagating in the negative direction. If the amplitude of both 
these waves is increased the nonlinear picture will be quite com­
plicated. But let us take only one of these waves, for instance 
v+(x - cst). Then for this wave a/at = -cso/ax so that equa­
tion (2.11) can be once integrated and we obtain n' /no = C,;-lV. 

In other words the density is a linear function of v in this case: 
n = no(l + v/cs). 

N ow we are ready to generalize slightly the set of equa­
tions (2.8)-(2.9) to the nonlinear case assuming that n can be 
considered a function of velocity: n = n(v). 
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With this assumption we select only one progressive wave 
and obtain instead of (2.8)-(2.9): 

ov OV 21 dn OV - + v- + c --- 0, (2 13) ot ox s n dv ox . 
dn (OV + v OV) + n OV 0 (2.14) 
dv ot ox ox . 

Multiplying (2.13) by dn/dv and subtracting the result from 
(2.14) we obtain 

2 dn 2 ( )
2 

Cs dv = n . (2.15) 

We find from here csdn/ dv = ±n. This value can be substituted 
into (2.13) giving rise to 

OV ov ot + (v ± cs ) ox = o. (2.16) 

The plus sign here relates to the wave propagating along the x­
axis in positive direction, and the minus sign corresponds to the 
wave propagating in the opposite direction. 

Equation (2.16) is similar to (2.1). With the help of the 
frame of reference moving with velocity ±cs it can be trans­
formed to the form of (2.3) for noninteracting particles. We 
could say that in this case we deal with a "beam" of noninter­
acting phonons - sound excitations. According to (2.12) such 
linear excitations are transfered with the sound velocity and this 
statement is valid for any function v(x) - they propagate either 
with velocity cs or -cs . 

In accordance with equation (2.16) the long wave ion sound 
perturbation evolves in exactly the same way as a beam of non­
interacting particles. Namely a periodic perturbation as in Fig. 
2.1a is distorted in such a way as to proceed to an "overturn" 
of the front exactly in the same way as is shown in Fig. 2.l. 
But the "turnover" itself is not relevant here: in the case of an 
ion sound wave equation (2.16) is valid in the long wavelength 
approximation only. When the front of a wave becomes steep 
enough we are faced with dispersion effects. 
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2.2. Waves in weakly dispersive media 

2. 2.1. Nonlinearity and dispersion 

29 

In the absence of dispersion nonlinear terms lead to wave 
overturn. The higher harmonic perturbations accumulate and 
propagating with the same velocity they produce a coherent ef­
fect of increase of av / ax on the front of the wave up to. the 
overturn. 

But this picture drastically changes in media with dis­
persion. Indeed, harmonics with different k-values propagate 
with different velocities. Hence, the harmonic phase coherency 
is destroyed and overturn can be avoided. In other words the 
dispersion can compete with the nonlinearity: the nonlinear ef­
fects tend to increase the derivative on the wave front whereas 
the dispersion tends to destroy the coherence and to suppress 
the derivative. 

To discuss the physics of these phenomena it is reasonable 
to consider at first a simple case when both nonlinearity and 
dispersion effects are small. They do not interfere very much in 
this case and can be considered as separate competing effects. 

In this respect, small amplitude ion sound is the most 
appropriate for consideration. But to start with an even simpler 
example we consider first the waves on a shallow water surface. 

2.2.2. Waves on a shallow water surface 

The most convenient natural object for weak dispersive 
wave observation is shallow water. Let us consider perturba­
tions with a wavelength much larger than the layer thickness ho. 
We assume that these perturbations depend on the coordinate 
x only, so that the pressure p and horizontal velocity v depend 
upon t and x. For shallow water the velocity v can be consid­
ered as not dependent upon the vertical coordinate z. Thus, we 
have the following approximate equation for velocity: 

av av 1 ap 
-+v-+-- =0. at ax pax (2.17) 
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Here, by the pressure p we understand its averaged value along 
z. The pressure p is greater where the layer has greater thick­
ness. Namely the corresponding pressure increase is equal to 
(h - ho) pg where h is the local thickness of the layer, p is the 
water mass density and 9 is the gravitational acceleration. Thus, 
equation (2.17) takes the form 

ov ov oh 
ot + v ox + 9 ox = o. (2.18) 

The thickness h is subjected to the continuity equation: 

oh 0 
at + ox (v h) = o. (2.19) 

This shows that the temporal rate of change oh/ot is produced 
by the difference of fluxes hv through the sections at x and 
x+dx. 

Equations (2.18)-(2.19) look like the gas dynamics equa­
tions at 'Y = 2, where 'Y is the adiabatic constant. This means 
that the waves on the shallow water surface have no dispersion 
in the linear approximation and the nonlinear wave front tends 
to overturn. 

Again we can try to find the nonlinear solution for the 
simple progressive wave. To do this we put h = h( v) and repeat 
the same algebraic actions as in the previous Section. We obtain 
in such a manner 

oh _ ± fE 
ov - Vg' ov ( G) ov 

ot + v ± V gh ox = o. (2.20) 

We obtain from the first equation h1/ 2 = h~/2 ± v/2vg. After 
substitution of this value into (2.20) we get 

ov (3 ) ov -+ -v±co - =0 
ot 2 ox' 

(2.21) 

where Co = v' gho is the phase velocity of linear waves. Using 
the moving frame of reference and notation u = 3v /2 we obtain 
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the equation 
au au 
at + u ax = 0, (2.22) 

which is quite familiar. 
Thus, nonlinear effects in nonlinear nondispersive media 

can be observed directly in each shallow basin. We will see later 
that weak dispersion effects can also be observable. 

2.2.3. K orteweg - de Vries equation 

We now shall take into account weak dispersion effects. 
For ion sound waves with k2d2 « 1 the weak dispersion can 
be taken into account by relation (1.31) for the frequency of the 
harmonic wave or by the following relation for the phase velocity: 

(2.23) 

As for waves on a shallow water surface the corresponding rela­
tion for the phase velocity can be found with the help of expres­
sion (1.19) for the frequency. If the surface tension is not impor­
tant the corresponding relation looks like (2.23) with Co = J gho 
and ko = J3/ho. But for very shallow basins the surface tension 
may be important and the sign of dispersion can even change if 
ho ~ 1 cm. 

To take into account the weak dispersion in the case of 
weak nonlinearity we can use equation (1.7) in which the driving 
force was found in the linear approximation. For ion sound waves 
propagating in the positive direction along the x-axis the phase 
velocity is equal to vp = Cs (1 + k2~) -1/2. This value can be 
substituted into (1.7) but since k2d2 « 1 we can use relation 
(2.23) and obtain approximately 

(2.24) 

The second term in this equation is written for a single harmonic 
of the type exp( -iwt + ikx). It can be easily generalized to 
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any superposition of harmonics by a very simple replacement: 
k2v = -a2v / ax2 • 

It is convenient to introduce a new frame of reference mov­
ing with velocity cs. Then the term csav / ax in (2.24) disap­
pears. 

To be freer with the application of (2.24) to other media 
we shall use the notation Co instead of Cs and the notation u 
instead of v. We have to emphasize that v or u are the velocities 
of media in the steady state frame of reference whereas the x 
coordinate is measured in the frame of reference moving with 
velocity Co. 

The linear equation (2.24) describes the local ion acceler­
ation effect under the action of a driving force. If the amplitude 
of oscillations is not very small we can replace av / at by dv / dt 
and then the local ion acceleration will be in balance with the 
same expression for driving force. 

Thus, taking into account all these arguments and the fact 
that du/ dt = au/at + uau/ ax we obtain an equation which is 
relevant to the description of weakly nonlinear waves with weak 
negative dispersion: 

au au Co a3u 
at + u ax + 2kfi ax3 = o. (2.25) 

This equation was derived by Korteweg and de Vries in 1895 and 
was named after them. 

Equation (2.25) is written for a medium with the negative 
dispersion. For positive dispersion waves the only difference is 
that the last term in (2.25) has the opposite sign. It is interesting 
that both these cases are practically equivalent. Namely if we 
make the transformation x -7 -x , u -7 -u then in equation 
(2.25) the first and the second terms keep their signs whereas 
the third term changes sign. Thus, this simple transformation 
changes the sign of dispersion. This means that in our frame 
of reference where all values are referred to the point Xo = cot 
the perturbations of the media of both signs are exactly mirror 
symmetric. That is why it is sufficient to consider the negative 
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dispersion case only. The positive dispersion pattern can be 
obtained bya simple mirror symmetry transformation. 

2.2.4. Periodic waves, solitons 

The Korteweg - de Vries equation (2.25) is essentially non­
linear and seems to be not simple to solve. But in spite of this 
fact the theory of this nonlinear equation has been developed in 
detail so that modern mathematics is able to find all its solu­
tions exactly. However, we do not intend to display the rigorous 
theory here. We would prefer instead to understand the qualita­
tive physics behind equation (2.25). That is why we will try to 
understand its nature step by step. 

At first let us look for some simple particular solutions. 
Namely we try to find solutions of the type u = u(x - ct) which 
correspond to simple progressive waves. Here c = const is the 
phase velocity. More accurately, c is a small addition to the main 
phase velocity Co in the laboratory frame of reference. For pro­
gressive waves we can replace the time derivative by the deriva­
tive respect to the x-coordinate: au/at = -cau/ax. After this 
replacement the equation becomes an ordinary one and can be 
once integrated: 

(2.26) 

This equation could contain a constant after integration of (2.25) 
but we put it to zero for simplicity. Note that this constant can 
be always nullified by the appropriate choice of the moving frame 
of reference. 

Equation (2.26) is nonlinear again but it can easily be an­
alyzed with the help of a simple analogy. Namely let us consider 
the x-variable as time and the u-variable as the coordinate of 
some material particle. Then equation (2.26) can be considered 
as the Newton equation with acceleration d2u/ dx2 , mass co/2k5 
and with the force on the right-hand side depending upon the 
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coordinate u. Now this equation can be written in the form 

where 

Co d?u --
2k2 dx2 

aw 
au' 

u2 u3 
W=-c-+-. 

2 3 

(2.27) 

(2.28) 

We see that the W -function plays the role of the potential en­
ergy for our artificial particle. This potential energy is shown in 
Fig. 2.3. 

w 

u 

Fig. 2.3. "Potential energy" for a periodic wave. 

The W -function has maximum at u = 0, reaches a mini­
mum at u = 2c and is twice equal to zero: at u = 0 and u = 3c. 
The periodic waves look like periodic oscillations of the particle 
in this potential well. The amplitude of oscillations is related 
to the "energy" of the particle in this well, including the kinetic 
energy. 

A particle with "low energy" experiences oscillations near 
the bottom u = 2c. If we put u = 2c + u' then for small u' 
equation (2.26) can be linearized: 
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For a periodic harmonic wave we have u' = u~ exp [ik(x - ct)] 
where k is linked to the phase velocity c by the relation c = 
cOk2/2k5. Because u = 2c+u' and the averaged value of u is not 
zero, the fluid moves with the averaged velocity 2c. Therefore 
the wave propagates with respect to fluid with the velocity -c. 
Thus, in the laboratory frame of reference we have the wave 
propagating with phase velocity vp = Co - c = Co - cOk2/2k5 
which is in exact accordance with the weak dispersion law. 

If we increase the "energy" of the oscillating particle, the 
amplitude increases too and the wave itself becomes asymmetri­
cal. Namely its crests become steeper and the distance between 
neighboring crests increases because the right slope of the po­
tential well in Fig. 2.3 is steeper than the left slope. 

Finally we can consider a perturbation with the maximum 
possible amplitude when the effective energy is equal to zero. In 
this case our "particle" starts its motion near the point u = 
0, W = 0, then it "rolls down" to the bottom of the well and 
continuing to roll "climbs" up to the point u = 3c, W = O. 
Then it experiences the same motion in the backward direction 
and can reach the stationary state at u = O. Thus, we have only 
one crest in this case. This special pattern is called the solitary 
wave or simply soliton. It is easy to check that the soliton-like 
solution of (2.26) looks like 

(2.29) 

where uo is the amplitude and ~ is the soliton thickness. In­
deed, if we insert function (2.29) into equation (2.26) we obtain: 

(2.30) 

where y = (x - ct)/~. We see that this equation is satisfied if 
we choose 

uo = 3c, ~2 = 2co/ck5. (2.31) 
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We obtain from here the following statement: 

.6.2uo = 6co/ k~ = const. 

B. B. Kadomtsev 

(2.32) 

This means that the product of the square of the thickness and 
the soliton amplitude is constant. Thus, there is one parametric 
family of solitons. For instance, the amplitude may be chosen as 
a parameter and then the thickness is adjusted: the larger the 
amplitude, the narrower the soliton. 

We underline once more that in accordance with relation 
(2.31) the amplitude of the soliton is proportional to its phase 
velocity: Uo = 3c. Thus, in negative dispersion media the phase 
velocity is positive in the frame of reference moving with Co. 
This means that such solitons are supersonic. Both in solitons 
and in strongly nonlinear waves the nonlinearity and dispersion 
compensate each other: the nonlinearity tends to overturn the 
crest while the negative dispersion slows down the higher har­
monics and prevents the overturn. As a result a coherent pattern 
is produced which propagates without distortion or degradation. 

A soliton is a supersonic pattern as well as periodic waves 
with large amplitudes. Thus, the increase of amplitude leads to 
a change of the velocity of the pattern in the laboratory frame 
of reference where the fluid is at rest on average: small amp­
litude perturbations are subsonic and large amplitude patterns 
are supersonic. 

We have considered the negative dispersion case. When 
the weak dispersion is positive we have to change the sign on 
the left-hand side of equation (2.26). Then the potential well 
in (2.28) appears at c < 0, u < O. This means that the soliton 
looks like a negative spike in this case. The same result can 
be obtained by the simple transformation x --+ -x, u --+ -u 
which leads to the dispersion sign change. We see again that the 
positive dispersion soliton looks like a negative spike propagat­
ing with subsonic velocity. Both types of solitons are drawn in 
Fig. 2.4. The positive dispersion soliton of Fig. 2.4b is shown as 
propagating to the right because the averaged fluid velocity is 
not zero in this figure. 
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Fig. 2.4. Solitons in a medium with a weak neg­
ative (a) and positive (b) dispersion. 

2.2.5. Local pulse evolution 
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We now consider the problem of temporal evolution of the 
one-dimensional nonlinear perturbation produced by the initial 
pulse. We assume that the initial perturbation looks like a bell­
shape pulse with amplitude Uo and thickness D.. For Uo « Co 

this perturbation is weakly nonlinear and splits very quickly into 
pairs of pulses propagating in opposite directions with a velocity 
close to Co. We consider only one of these pulses, namely that 
propagating in the positive x direction. We assume that the 
medium has a weak negative dispersion. Thus, we can use the 
Korteweg - de Vries equation for this pattern description. 

Nonstationary solutions of Korteweg-de Vries equation 
were first investigated numerically and later a complete analytic 
theory was developed. Based on these results we can use the 
following qualitative argumentation. 

For simplicity let us assume that the initial perturbation 
has a shape exactly the same as that of the soliton. Namely 
we put u(t = 0) = Uo cosh-2(x/ D.). This perturbation could 
propagate as soliton if its amplitude were related to its thickness 
by relation (2.32). In other words the value of a defined by the 
relation 

uok5D.2 
a = ---"---

6co 
(2.33) 



38 B. B. Kadomtsev 

is exactly equal to unity for a soliton. Thus, we know one of the 
solutions at a = 1. Now we can consider the cases which are 
different from the a = 1 case. For simplicity we assume that a 
is either much less than unity or much larger than unity. 

The parameter a can really be considered as a measure of 
nonlinearity. It is easy to see that the parameter a defined by 
relation (2.33) looks like the ratio of the nonlinear term in the 
Korteweg-de Vries equation to the dispersion term. Namely in 
order of magnitude this ratio looks like'" u6j 1:1: uoco/k51:13 = 
uol:12k6jco = 6a. 

In the first case, a « 1, we have a small amplitude per­
turbation. This evolves according to Fig. 1.6. Namely the wave 
packet has the main spike close to the point x = cot and is 
accompanied by the retarding oscillation structure which propa­
gates with a subsonic velocity. The packet becomes broader with 
time and its amplitude decays. The first spike broadens too. 

A delicate moment appears here. If the energy of the 
first spike is not changing very much at initial stage of evolution 
then the product u51:1 is almost constant. This means that Uo '" 
1:1-1/ 2 and hence the parameter a'" uol:13 increases with time as 
a '" 1:13/ 2. Thus, we have no guarantee that the a parameter will 
continue to be much less than unity. Increasing the nonlinearity 
parameter a means that even in the case a « 1 a broad soliton 
can be generated. This statement will be clarified somewhat 
later. 

The most interesting perturbation is that with a » 1. 
Such a perturbation evolves initially as an ordinary progressive 
wave without dispersion. Its front slope steepens up to the stage 
when it becomes similar to the soliton slope with the same amp­
litude Uo. Then the dispersion starts to play an important role. 
Computer simulation shows that at this moment a soliton with 
amplitude Uo is formed. This soliton, being supersonic, splits 
off the main pattern and runs away. Then the profile u(t, x) 
left after the birth of the first soliton continues to steepen and 
a second soliton splits away. This process continues until com­
plete splitting of the initial pulse into solitons. At this stage 
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Fig. 2.5. Soliton from an initial pulsed pertur­
bation with a = 8. Accordin~ to calculations by 
Yu. Berezin and V. Karpman ll]. 
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several solitons are generated and an additional "dispersive tail" 
appears as is shown in Fig. 2.5. 

The perturbation with a = 8 in Fig. 2.5 has split into four 
solitons and a short wave dispersive packet of small amplitude. 

Another example of soliton generation is illustrated by 
Fig. 2.6 where the results of numerical simulation of a har­
monic perturbation are shown. These results were obtained by 
N. Zabusky and M. Kruskal [2]. The initial perturbation looks 
like cos(x/7r). Figure 2.6 displays one period only: the real pic­
ture has to be extended periodically in both directions. 

As we see, the initial stage of perturbation evolution looks 
like a simple progressive wave steepening with the tendency to 
overturn. But when the front becomes steep enough the dis­
persion steps into play and the first soliton starts to detach. 
After the split the rest of perturbation repeats the evolution to­
wards the overturn and a second soliton is generated. This pro­
cess continues until the perturbation pulse has been completely 
transformed into series of solitons (see Fig. 2.6 stage C). 

It is interesting to note that the soliton tops are situated on 
a straight line. The same is seen in Fig. 2.5, corresponding to the 
single pulse evolution. This fact has a very simple explanation. 
All the solitons were born approximately at the same place - at 
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Fig. 2.6. Periodic wave evolution in a weakly dis­
persive medium: t = tB corresponds to the start 
of overturn. 

the front of the perturbation. The velocity of soliton propagation 
is equal uo/3 where Uo is its amplitude. Therefore the distance 
ofthe soliton from the point of birth is equal to ~x = ct = uot/3. 
This distance increases with time. For the envelope line of the 
soliton tops we have a very simple equation 

duo _ auo Uo auo _ 0 
dt - at + 3 ax - , (2.34) 

which is quite similar to the equation for a beam of non-interacting 
particles. The corresponding picture of the envelope looks like 
a saw with sharp discontinuity at the soliton with the largest 
amplitude and is akin to a shock wave without dissipation. Fig­
ure 2.6 displays the envelope line at time t = 3.6tB . Later on 
we have so to say a multi-beam pattern of solitons: solitons with 
larger amplitudes being quicker overtake the slower solitons as 
shown in Fig. 2.7. 

Figure 2.7 displays a very interesting result of numerical 
simulation concerning the soliton interaction. As is shown, soli­
tons having different amplitudes cross each other without distor­
tion after interaction. We note that the interaction simply leads 
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Fig. 2.7. Soliton trajectories. TR is the time of 
return to the initial state. 
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to a phase shift. During the soliton overlap there is no superpo­
sition: the net amplitude turns out to be less than the sum of 
the crossing solitons' amplitudes. It is better to say that a new 
two-soliton state appears. Later on this two-soliton pulse decays 
into two separate solitons which are exactly the same as before 
the collision. The final state looks like a simple penetration of 
one soliton through the other. 

When the difference between the soliton amplitudes is not 
very high, the character of their interaction changes. The soli­
tons approach each other and the larger soliton "pours out" a 
part of its perturbation into the slower soliton. After such an en-
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ergy exchange the quicker soliton is slowed down and the slower 
one is accelerated. An example of such an "elastic collision" is 
shown in Fig. 2.7 for solitons with numbers 2 and 6 at t = TR /4. 

Figure 2.7 also displays the collisions of three and even 
more solitons simultaneously. For instance, at t = TR/2 the 
fusion of all the even and all the odd solitons takes place. Nu­
merical simulation shows that at t = T R corresponding to the 
time of return all the solitons again gather into a single pulse. 
The perturbation comes back to almost the initial cosine shape. 
A complete restoration does not occur, however, because the soli­
tons' velocities are not completely conquerable. On subsequent 
returns at t = 2TR , 3TR and so on the deviation from the initial 
state increases permanently. 

Numerical calculation shows that in media with negative 
dispersion solitons are born only in the case when the initial per­
turbation is positive. A negative pulse can not generate solitons: 
it evolves similarly to a low amplitude perturbation spreading 
out into a broad wave packet. 

The results of pulse evolution in media with negative dis­
persion can easily be extrapolated to media with positive dis­
persion. Solitons in the case of weakly positive dispersion look 
not like spikes but like wells. They propagate with a subsonic 
velocity which is lower, the larger the soliton's amplitude. As 
for the linear "dispersive tail," it propagates with supersonic ve­
locity. Correspondingly, the picture of the pulse evolution looks 
like Fig. 2.6 turned through 180°. Namely, the negative pulsed 
perturbation generates negative solitons receding from the point 
x = 0 and propagating with velocity Co - luol/3 in the labo­
ratory frame of reference. As for the small dispersive tail, it is 
situated on the right-hand side of the point x = O. 

2.2.6. Analytical solution of the Korteweg - de Vries 
equation 

The Korteweg - de Vries equation looks very elegant and 
an elegant theory of its analytical treatment was developed by 
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c. Gardner, L. Green, M. Kruskal and R. Miura [3]. Before 
explaining their approach we shall try to present some qualitative 
preliminary remarks. 

As we have seen before, the evolution of a non-interacting 
particle beam is described by a nonlinear equation 

The form of this equation is really nonlinear, but we have simply 
the free motion of particles with constant velocity: du/ dt = O. 
Thus, in the Lagrange representation it looks like the simplest 
linear equation: u = const. The coordinate x of the particle is 
changing linearly in time, x = xo+ut. Hence, for any initial pro­
file u(x, t = 0) = uo(x), which can be represented in the reversed 
dependence of x upon xo, x(u,O) = xo(u), we can find the 
x(u, t) dependence for any time value: x = xo(u) + ut. In other 
words, the problem of finding the x( u, t) dependence relates to a 
linear equation. But to find the reversed profile u upon x at any 
t, the algebraic equation xo(u) + ut = x has to be solved. This 
equation is generally nonlinear. We faced approximately the 
same situation when considering the progressive simple wave. 
The corresponding process of evolution looks like independent 
motion of phonons - excitations of ion sound. The difference is 
in the presence of a driving force. This force in the linear approx­
imation can be found with the help of equation (1.7). Replacing 
the derivative ov /ot with dv / dt = ov / ot + vov / ox we immedi­
ately obtain the Korteweg-de Vries equation. Thus, because we 
have a very simple extension of free particle motion we can not 
exclude the possibility that the Korteweg - de Vries equation has 
a hidden symmetry which corresponds to independent motion of 
some entities of excitations. This is really so and can be argued 
in the following way. 

It turns out that the Korteweg - de Vries equation can be 
obtained by the classical variational principle of minimum action. 
For this purpose the Lagrangian representation of this equation 
is more convenient. 
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Let c.p be the velocity potential defined by the relation 
u = ac.p / ax. Then the Lagrangian .c can be defined as 

.c = !! { ac.p ac.p + ! (acp) 3 _ ~ (02 cp) 3} dx. 
2 at ax 3 ax 2x~ ax2 

It is not difficult to check that the Lagrange equation 

~ fl.c _ fl.c _ 0 
at flcpt flcp - , 

(2.35) 

where CPt = acp / at coincides with the Korteweg - de Vries equa­
tion (2.25). 

Using the well known Nather theorems, the laws of energy 
and momentum conservation can be obtained with the help of 
the Lagrangian (2.35). Namely, the invariance with respect to 
a shift along the x -axis leads to the following expression for 
momentum: 

(2.36) 

while the invariance of the Lagrangian with respect to a shift in 
time gives the expression for the energy Eo: 

(2.37) 

This energy is measured in the frame of reference moving with 
sound velocity Co. In the laboratory frame of reference the wave 
energy is equal to E = Eo + cop. As the value u is assumed to 
be much smaller than co, we have approximately 

E ~ coP = ~ ! u2dx. 

In addition to P and E the Korteweg - de Vries equation has an 
infinite series of the integrals of motion. The equation itself can 
be written in the Hamiltonian representation with a completely 
separable space of variables. 



Cooperative Effects in Plasmas 45 

The phase space separability means that different coordi­
nates of a phase point evolve independently of each other. Thus, 
we indeed have the situation when all the entities are moving 
independently. Solitons, for instance, look like such entities. 

An exact analytical theory of the Korteweg - de Vries equa­
tion was developed in the famous paper by C. Gardner, L. Green, 
M. Kruskal and R. Miura [3]. They found a very original and 
fruitful method of solution of the nonlinear Korteweg - de Vries 
equation. Later this method was further developed and refined 
by 1. Faddeev and V. Zakharov [4] with an application to a spe­
cial class of nonlinear equations. Later on a lot of papers and 
books were published applying this method to many nonlinear 
equations. 

The analytical theory of the Korteweg - de Vries equation 
uses an analogy with quantum mechanics. That is why we have 
to recall some quantum mechanical relations. 

Let the function 'IjJ(x, t) satisfy an equation similar to the 
Schrodinger equation: 

.a'IjJ = Hn', '/, at '{'. (2.38) 

Here H is the Hamiltonian operator playing the role of the 
Hamiltonian of our problem. It is well known that any Her­
mitian operator L describing some physical quantity satisfies 
the following equation: 

(2.39) 

Here [H, L] denotes the commutator H L - LH. If dL/dt = 0 
then this operator is considered independent of time. This means 
that its eigenvalues A defined by the relation 

(2.40) 

are not dependent upon time. It turns out that the Korteweg­
de Vries equation can be considered the steady state condition 
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dL/dt = 0 for a specially chosen operator L with the special 
Hamiltonian H. Namely, it is easy to check that by the choice 

L 
3co 82 

k3 8x2 + u, (2.41) 

H = - 2coi 83 _ i (u~ + ~u) 
k3 8x3 2 8x 8x ' 

(2.42) 

the Korteweg - de Vries equation can be expressed in the form 
of L operator conservation: 

dL 8L . [ ] 8u 8u Co 83U 

dt = at + 'l H, L = 8t + U 8x + 2k3 8x3 = O. (2.43) 

This fact allows the development of an analytical scheme for 
solving the Korteweg - de Vries equation. But even more inter­
esting conclusions can be made directly from the relations above. 
Let us return to equation (2.40) with operator (2.41). We can 
represent it in a form akin to the Schrodinger equation: 

3co 82'IjJ 
- k5 8x2 - u'IjJ = -)..1jJ. (2.44) 

The first term in this equation can be considered as the kinetic 
energy and the second term as the potential energy. Hence, the 
eigenvalue -A corresponds to the total energy. If u decays as 
x ~ ±oo quickly enough then positive A values correspond to a 
discrete spectrum of bound states and negative A values relate 
to the positive energy continuum. 

As was claimed above, the eigenvalues of the L operator 
are conserved with time. Hence, when the profile u(x, t) changes 
in time according to the Korteweg - de Vries equation then the 
L operator has constant eigenvalues in accordance with relation 
(2.43). In other words all the eigenvalues An = const in spite of 
the fact that u(x, t) varies in time. 

In particular, we can try to find eigenvalues for solitons. It 
turns out that for the soliton profile u = Uo cosh -2 (x / ~) equa­
tion (2.44) can be solved exactly. There is only one eigenvalue 
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A = uo/2 for a soliton with amplitude uo. Next, the eigenvalue 
A = 0 corresponds to the eigenfunction 'I/J = tanh(x/ ~), which 
does not decay as x -t ±oo and therefore corresponds to con­
tinuous spectrum. 

When solitons evolve in time all the eigenvalues An will be 
time-independent. In particular, if the initial pulse evolves and 
splits into solitons, all the Ai values are conserved. But when 
solitons are separated and are sufficiently far from each other, 
then all the discrete An values are equal to un/2 where Un is 
the amplitude of soliton number n. 

It follows from here that for any initial profile u(x,O) it is 
possible to predict all the types of solitons which will born during 
the profile's evolution. For this purpose it is sufficient to solve 
equation (2.44) and to find all the discrete eigenvalues An for a 
given u(x,O) perturbation. Then the amplitudes of solitons can 
be found using the relation Un = 2An. We can now estimate the 
number of solitons generated by a given initial pulse u(x,O). As 
is known, the n-th energy level in a potential well of thickness 
~ increases with n as An ~ n2 / ~ 2 . There is only one level for 
a soliton. Therefore we can estimate the number of solitons N 
generated by initial perturbation as N ~ va. 

We can make one more conclusion. Equation (2.44) shows 
that solitons can be produced only by positive perturbations, 
u > O. If u < 0 there are no bound states, and the perturbation 
will evolve similarly to a linear one at its final stages. Vice versa 
any negative perturbation generates at least one soliton even 
if it is very small a « 1. This conclusion follows from the well 
known quantum mechanical statement that anyone-dimensional 
potential well has at least one discrete level. 

Thus, the total number of solitons together with their am­
plitudes can be found for any initial perturbation without solving 
the nonlinear Korteweg - de Vries equation but simply with the 
help of the linear equation (2.44). It turns out that this equation 
can serve as a tool for exact solution of the Korteweg - de Vries 
equation [5, 4]. The asymptotic behavior of the 'I/J-function is 
used for this purpose. Namely, if the u profile decreases suffi-
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ciently quickly as x ---+ ±oo the asymptotic solution of (2.44) 
looks like a superposition of bound and continuous eigenfunc­
tions: 

an(t) exp( -KnX), 

ak(t) exp( -ikx) + bk(t) exp(ikx). 
(2.45) 

Here Kn = koVAn/3eo, k = kOV-A/3eo, while An > 0 is 
the discrete eigenvalue and A < 0 corresponds to the contin­
uous spectrum of L operator. The temporal dependence of 
amplitudes in expression (2.45) can easily be derived using the 
Korteweg - de Vries equation which claims in fact the conserva­
tion of the L operator as is seen from (2.43). As x ---+ ±oo the 
u au / ax term in this equation can be dropped and then the lin­
ear equation obtained gives the following temporal dependence 
for amplitudes: 

an(O) exp (2eoko2K~t) , 

ak(O) exp (2ieoko2k3t) , 

- bn(O) exp (-2ieoko2 k3t) . 
(2.46) 

The ratio Sk(t) = bk(t)/ak(t) can be considered as the reflection 
coefficient for a quantum mechanical plane wave which comes 
from infinity and is scattered on the u(x, t) potential in accor­
dance with equation (2.44). From the quantum mechanical scat­
tering theory we know that the potential u(x, t) can be found if 
Sk is known as a function of k for the continuous spectrum and 
the characteristics Kn and an of the discrete spectrum are known 
as well. This problem is called the inverse scattering problem. 

Hence, the following procedure exists for the analytical so­
lution of the Korteweg - de Vries equation. At first the discrete 
values An and initial values of the collision matrix Sk(O) have to 
be found with the help of the linear equation (2.44) for a given 
initial profile u(x,O). Then the temporal dependence Sk(t) is 
found in accordance with relation (2.46). After that the u(x, t) 
profile can be found from the inverse scattering theory [6] using 
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the known values an(t), Sk(t) as functions of time. As for the 
inverse scattering problem, its solution relates to solution of a 
linear integral equation. Thus, at any stage of such procedure 
only linear equations have to be solved in spite of the fact that 
eventually the solution of the nonlinear Korteweg - de Vries equa­
tion is found. It is evident that this solution depends nonlinearly 
upon the initial function u(x,O). 

The possibility to solve the Korteweg - de Vries equation 
analytically is deeply related to the nature of this equation as 
being a Hamiltonian system with separable variables. At present 
a lot of equations are known which are fully integrable by the 
inverse scattering method. Details of this theory can be found 
in references [7]. 

2.2.1. Bow waves and bow solitons 

We can now consider nonlinear Cherenkov emission in the 
weakly dispersive media. The corresponding perturbations prop­
agate as waves in the vicinity of the Mach line defined by the 
well known Cherenkov condition cos {} = vp/vo ~ co/vo. Across 
the Mach line the evolving perturbation looks one-dimensional 
and can be described with the help of the Korteweg - de Vries 
equation where t stands for the evolution time along the Mach 
line. If we assume a weak dispersion then shallow water can be 
accepted as an example. Nonlinearity means in this case that 
the amplitude of the water layer perturbation is not very small 
compared with the initial depth of the basin layer. 

When observed along the Mach line the pulse evolution 
looks like the temporal evolution of a perturbation described by 
the Korteweg-de Vries equation. Namely it can produce su­
personic solitons for which cos {} = vp/vo is slightly larger than 
cs/vo. Such solitons or a single soliton run in front of the Mach 
line. Then a low amplitude dispersive tail can be produced re­
tarding the Mach line. But due to dispersion the amplitude of 
this tail decays sufficiently rapidly with distance so that at long 
distances only solitons can be observed. 
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Soliton generation can be observed on any shallow stream. 
An especially striking picture arises on streams on smooth road 
surfaces, for instance, asphalt. Solitons are striking as a network 
of solitary waves crossing such a broad stream at some permanent 
angle to the stream flow. Sometimes the roughness of the bottom 
is seen which generates these solitons. When the perturbation 
is strong enough, produced by a stone for instance, not only one 
but a pair of solitons are seen. 

2.2.8. Shock waves in a weakly dispersive medium 

It was assumed above that the all dissipative mechanisms 
are absent or are negligible compared with the dispersion. In 
reality dissipation is present. If it is a wave on the water sur­
face then viscosity can playa certain role. Dissipation produces 
monotonic decay of waves. But this is not such an interesting 
effect. Much more interesting is the possibility of appearance 
of a new wave pattern. This possibility really exists. We mean 
shock wave generation by an external energy supply. Such waves 
in weakly dispersive media have new quite interesting features. 

To take viscosity into account we have to add a new term 
in the Korteweg - de Vries equation: 

au au Co a3u a2u 
at + u ax + 2k~ ax3 = v ax2 . (2.47) 

Here v is an effective kinematic viscosity. Let us again try to 
find a solution of the type u(x-ct), i.e., looking like a stationary 
wave. For such functions the derivative with respect to time is 
again proportional to the space derivative and (2.47) can be once 
integrated. We obtain: 

Co ~u du u2 dW 
---v-=cu--=-. 
2k~ dx2 dx 2 du 

(2.48) 

Here W is again the potential for an artificial "particle" with 
the coordinate u. Thus, (2.48) again describes a nonlinear oscil­
lator but now with dissipation, if -x is considered as the time 
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variable. "Time" -x flows from x = +00 to zero and then to­
wards x = -00. For this interpretation the dissipative term in 
(2.48) indeed provides the decay of u in time. The evolution of 
the particle in time is shown in Fig. 2.8. 

W 

u 

Fig. 2.8. Particle motion in a potential well W(u) 
in the presence of dissipation. 

As we see the motion starts at u close to zero where the 
particle is in unstable equilibrium. Due to instability the particle 
deviates from the point u = 0 and slides down to the bottom 
of the well. Then due to inertia it climbs up the right slope and 
slides down again. These oscillations repeat several times until 
complete relaxation of the particle at the well bottom. Thus, this 
solution is definitely asymmetrical: u(x) -t Uo at x -t -00 and 
u(x) -t 0 at x -t +00. It is called a shock wave. The phase 
velocity of such wave propagation is equal to c and we see in 
Fig. 2.8 that this value is related to the value Uo corresponding 
to the potential energy minimum as c = uo/2. The shock wave 
structure in a medium with weak negative dispersion is shown 
in Fig. 2.8a. 

The shock wave is shown in the laboratory frame of refer­
ence and that is why the phase velocity is equal to (co+vo/2) and 
the variable v is used instead of u to avoid misunderstanding. 

The shock wave in Fig. 2.9a propagates in the positive di­
rection of the x-axis with phase velocity c = vo/2 (the notation 
v instead of u is used here to cover both negative and positive 
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Fig. 2.9. Shock wave structures in media with 
negative (a) and positive (b) dispersion. 
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dispersions). In front of the shock the media is motionless, v = 0 
at x = 00. On the front itself the first spike has an amplitude, 
as is seen in Fig. 2.8, close to 3c = 3vo/2. Then the oscillation 
structure follows and as x -t -00 the velocity tends to Vo. To 
maintain the nonzero value of velocity Vo at x = -00 it is nec­
essary to have something like a piston pushing the fluid in spite 
of energy dissipation. Such a jump with v = 0 at x = +00 and 
v = Vo # 0 at x = -00 is called a shock wave. In dispersive 
media this jump is accompanied by an oscillatory train just after 
the first spike. 

If we increase the dissipation v the number of oscillations 
diminishes and for sufficiently large v a smooth slide of particle 
from the u = 0 point to u = Uo = 2c takes place. In this case it 
is a simple shock wave with low amplitude because of the u « Co 

condition. 
Figure 2.9a relates to a medium with the weak negative 

dispersion. In this case the first spike-like soliton has the maxi­
mum amplitude and is accompanied by the oscillation structure. 
In the case of positive dispersion the oscillation structure runs in 
front of the main shock discontinuity as is shown in Fig. 2.9b. As 
we know the positive dispersion pattern can be obtained from the 
negative dispersion picture by a simple rotation through 1800 • 

If we rotate Fig. 2.9a through 1800 in the x, u variables then 
the shock structure will have u < 0 everywhere: u = -Uo at 
x -t 00 and u -t 0 at x -t -00. But in the laboratory frame of 
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reference the wave structure continues to propagate to the right 
with the subsonic phase velocity Co - c. Thus, in the picture ob­
tained by such a simple rotation the fluid in front of the shock is 
moving with velocity -Uo. To obtain a more common situation 
with an initially unmoving fluid we can add an additional veloc­
ity Vo = Uo by changing the frame of reference. Now the fluid is 
at rest in front of the shock and the shock itself propagates with 
velocity Co - C + Uo Co - c + Vo = Co + vo/2 as is shown in Fig. 
2.9b. The velocity of the fluid behind the shock as x ---+ -00 

is again equal to Vo and the first minimum has a velocity value 
not far from -vo/2. Thus, the main discontinuity is followed by 
an oscillating structure and a dip with v ~ -vo/2. Figure 2.10 
demonstrates the experimental realizations of both these cases. 

B b t5n 

x x 

Fig. 2.10. Shock waves in a weakly dispersive 
medium. (a) Electromagnetic wave in a coaxial­
spiral line with ferrite; (b) collisionless shock wave; 
(c) electrostatic ion-sound shock structure. 
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Figure 2.10a demonstrates the structure of the electro­
magnetic shock wave in a coaxial-spiral nonlinear transmission 
line [8]. The nonlinearity is produced by ferrite and the weak 
dispersion of long wave perturbations arises due to the finite 
cross-section. Waves in such a transmission line are described 
by a Korteweg - de Vries equation with a dissipation similar to 
(2.47). 

Another example is represented by Fig. 2.10b, where the 
profile of a collisionless shock wave in plasma is shown [9]. As we 
see the dissipation in such a shock is not very large and does not 
prevent the existence of an oscillation structure. Figure 2.10c 
gives the profile of an electrostatic ion-sound shock [10]. As we 
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see this profile is very close to the theoretical one displayed by 
Fig. 2.9b. It corresponds to a weakly dispersive shock wave with 
a small amplitude. 

2.2.9. Ion-sound wave overturn 

We started the discussion of the nonlinear waves with a 
very simple example of a noninteracting particle beam. We saw 
that any perturbation in such a beam tends to overturn and to 
generate a multi beam pattern. Exactly the same situation arises 
in nonisothermal plasma (Ii «Te) when the initial ion velocity 
perturbation has an amplitude much larger than the ion sound 
velocity cs. In other words if the Mach number M = volcs » 
1. Evidently, the interaction of ions with the electrostatic field 
is low in this case and the ions can be considered as neutral 
particles. On the other hand if the amplitude is small and the 
Mach number is much less than unity any perturbation evolves 
according to the Korteweg - de Vries equation without a hint of 
an overturn. The question arises of how these two cases relate 
each other and why the dispersion can not prevent the overturn 
of a wave with large amplitude. This matter can be illustrated 
with the help of an ion sound wave of large amplitude. 

For this purpose we have to use the complete set of equa­
tions (1.1)-(1.4) for electrostatic perturbations in plasma with 
cold ions, Ti «Te. We can represent them in the form: 

av av 2a'IjJ (2.49) -+v- -cs ax' at ax 
an' a 

(2.50) - + -(n'v) 0, at ax 
d2a2 'IjJ 

ax2 e'I/J - n'. (2.51) 

Here v is the ion velocity, n' = ndno is the ion density related 
to its unperturbed value, c~ = Te/mi' e'I/J is the electron density 
related to no as defined by the Boltzmann distribution, 'IjJ = 
ecplTe , and cp is the electric potential defined by the relation 
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E = -ar.p / ax. We can look again for a periodic wave solution 
travelling with constant phase velocity, vp. It is convenient to 
use the frame of reference where the wave is at rest i.e., the 
time derivative is zero. Then equations (2.49)-(2.50) can be 
integrated with the following result: 

v2 + 2C2•1• = v2 = const n'v = vp = const. s'f/ p , (2.52) 

In the first relation we have chosen the arbitrary constant of 
integration as being equal to v; prescribing a definite choice 
for the arbitrary constant in the electric potential. The second 
relation shows that vp plays the role of the phase velocity: the 
fluid moves with this velocity where n' = ndno = 1. With the 
help of relation (2.52) we can represent equation (2.51) in the 
following form: 

d2 d21j; = e1/1 _ vp 
dx2 (v~ - 2c~1j;) 1/2 

dW 
- d1j; . (2.53) 

We can again consider this equation as an equation of motion 
for some artificial particle with coordinate 1j; if the x variable is 
considered as time. The force on the left-hand side can again be 
considered as -dW / d1j; where the potential energy W is equal 
to 

1/1 vp ( 2 2 )1/2 W = -e - 2" vp - 2cs 1j; . 
Cs 

(2.54) 

The derivative dW / d1j; is equal to the force in (2.53) with the 
opposite sign. As we see it turns out to be zero at 1j; = O. Hence, 
W has minimum at 1j; = o. For small 1j; the force in (2.53) can 
be taken in a linear approximation and we obtain: 

(2.55) 

The solution of this linear equation can be taken in the simplest 
form 1j; I"J exp( ikx) and we obtain the dispersion relation v; = 
c;/(l + k2d2 ) of a linear sound wave. It is easy to check that the 
value of vp in (2.53)-(2.54) can be either positive or negative 
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corresponding to the sign of the velocity in the moving frame of 
reference where the wave is in a steady state. 

With the help of relations (2.53)-(2.54) the nonlinear waves 
can be analyzed using again the interpretation of a nonlinear 
oscillator. For instance, if we take into account the second order 
terms equation (2.53) will be similar to the Korteweg-de Vries 
equation but written in another moving frame of reference. 

If we increase the amplitude of 'IjJ further a difficulty will 
be faced: we see that 'IjJ can not exceed v;/2c;. At 'IjJ = v;/2c; 
the ion velocity drops to zero and at the larger 'IjJ values the ions 
would be reflected from the wave crest. A single ion sound stream 
ceases to exist for 'IjJ > v;/2c;. Detailed analysis [11] shows that 
this critical case corresponds to the critical Mach number M* = 
1.6. In other words a single stream stationary nonlinear wave can 
not exist for M* > 1.6. Thus, we see that the approximation of 
a weakly nonlinear wave with weak dispersion wave described by 
the Korteweg - de Vries equation is really relevant to the small 
amplitude case. For large values of the Mach number ion sound 
waves overturn. 

2.3. Wave self-focusing and self-compressing 

2.3.1. Soliton oscillations and self-focusing 

Up to now we have considered one-dimensional waves only. 
All the physical values have been considered as functions of two 
variables, x and t, only. Now we proceed with the consideration 
of the two-dimensional waves. 

We start our discussion with soliton behavior in two di­
mensions. We assume that a soliton propagates along the x-axis 
but is extended along the y-direction as is shown in Fig. 2.11a. 

If the amplitude Uo and the phase Xo of this soliton do 
not depend upon y we have a normal one-dimensional soliton 
as discussed previously. It may be, for instance, a soliton on 
the water surface in a shallow basin with a thickness larger than 
1 cm when the surface tension can be neglected. Thus, it is a 
negative dispersion case. 
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Fig. 2.11. Soliton oscillations in the case of weak 
negative dispersion. 

57 

Let us now assume that this soliton is slightly disturbed 
along the y-axis. Its amplitude Uo depends upon y periodically 
as shown in Fig. 2.11a: the hatched regions there correspond to 
a slightly larger amplitude value Uo. As is known the velocity 
of soliton propagation Co + C depends upon its amplitude and is 
equal to Co + uo/3. Hence, its motion along the x -axis looks like 

tho Uo 
at = Co + 3' 

If Uo depends upon y the different soliton phases xo move with 
different velocities so that the soliton is progressively curved. Its 
incline to the y -axis ax / ay varies as 

a axo _ a (QUo) 
at ay - ay 3 ' (2.56) 

where QUo is dependent upon the y part of Uo. The curved 
soliton has both concave and convex regions as shown in Fig. 
2.11 b. Due to the concave curvature of the central part of the 
soliton drawn in Fig. 2.11b its amplitude increases. Therefore 
this part starts to move more quickly and at a certain moment 
the soliton straightens as shown in Fig. 2.11c. Now the hatched 
area is displaced along the y-axis by half a wavelength. Thus, 
the soliton in a medium with negative dispersion oscillates near 
the equilibrium homogeneous position. 
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If the modulation is small, buo « uo, these oscillations 
can be considered in a linear approximation. When the soliton 
curvature is small, 8x/8y« 1, its y-component of velocity can 
be written as 

8xo 
buy = - 8y Co· 

The transfer of energy E with this velocity leads to a change 
with time: 

(2.57) 

The energy is proportional to u~~ f'V U~/2 so that we have 

(2.58) 

Here U~/2 in the last equality can be considered as U~/2 ~ const. 
By differentiating (2.58) with respect to time and using relation 
(2.56) we obtain: 

(2.59) 

We see that in the case of negative dispersion, when Uo > 0, 
we obtain a hyperbolic equation describing string oscillations. 
Thus, such a soliton is stable. 

On the contrary when the soliton amplitude is negative 
equation (2.59) leads to instability. Hence, a one-dimensional 
soliton in a positively dispersive medium is unstable in two di­
mensions. The cause of this instability is very simple. The re­
gions with larger amplitude lag behind the rest of the soliton and 
create a concavity. The new portions of perturbation rush to­
wards this region leading to amplitude amplification of it. This 
instability looks like soliton self-focusing in a two-dimensional 
medium. 

It is not difficult to derive the nonlinear equation which 
describes a two-dimensional soliton [12]. This equation looks 
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like a generalization of the Korteweg - de Vries equation for two­
dimensional media. It is convenient to start with the linear dis­
persion relation for the negative dispersion medium: 

(2.60) 

The second term in this relation is small. When the soliton amp­
litude and phase are functions of the variable y the k number is 
not equal to kx but has a dependence upon ky: k = Jk; + k~. 
When the dependence upon y is a slow one, we can put approx­
imately k ~ kx + k;/2kx. In the second small term of (2.60) 
k3 can be replaced simply by k; so that the linear dispersion 
relation can be written in the form 

2 1 2 cok~ 
kxw - cokx - 2coky - 2ka = o. (2.61) 

Now we can use the frame of reference moving with veloci­
ty Co along the x -axis and replacing w by i8 / 8t and kx = 
-i8/8x, ky = -i8/8y we obtain the linear equation for a two­
dimensional weakly dispersive medium: 

(2.62) 

To obtain the nonlinear equation we can recall that according to 
(1.7) the 8u/8t derivative is simply equal to the local ion accel­
eration and in the case of finite amplitude it has to be changed 
into du/dt = 8u/8t + u8u/8x. Thus, we obtain the following 
nonlinear equation for the nonlinear wave in a weakly dispersive 
medium: 

(2.63) 

This equation is called the Kadomtsev - Petviashvily equation. 
For the case of positive dispersion the sign of the dispersive 

term has to be changed. But we can again use the transformation 
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u -t -u, x -t -x and obtain 

(2.64) 

This equation differs from (2.63) by the negative sign in the 
right-hand side. It turns out that equation (2.64) has solutions 
localized both in the x and y directions. Such two-dimensional 
solitons will be considered in Section 2.5. Equations (2.63)­
(2.64) are fully integrable. They conserve the number of solitons 
during their nonlinear interaction. 

2.3.2. Self-focusing 

Self-focusing can develop in the simpler cases of nonlinear 
wave packets when they are not very much different from har­
monic plane waves. The amplitude and phase of such waves can 
slowly change in space and time. If the wave amplitude is not 
very small then effects of back influence on the packet propa­
gation can arise. There are two most interesting effects of this 
nature: self-focusing and self-compression of waves packets. 

The self-focusing effect was predicted theoretically by As­
karian [13]. His starting idea was very simple. Let a very in­
tensive laser beam propagate through an optically transparent 
medium. Several nonlinear effects like nonlinear electric suscep­
tibility, electrostriction, thermal expansion, etc., can change the 
refractive index at the place of beam propagation. If this change 
is positive, i.e., the medium becomes optically denser, the beam 
itself can produce a local lens. This lens can focus this beam as 
is shown in Fig. 2.12. 

Let us consider this effect in more detail. Let ko be the 
wave number for an almost plane wave propagating along the 
x-axis. If the wave front inclines then a small y-component of 
the wavenumber, ky, appears. We assume that this wave front 
distortion is produced by the change of the refractive index N 
by a small variation 6N which is proportional to the square of 
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Fig. 2.12. Optical self-focusing. 

the amplitude: bN = qa2 N. Here q = const and a is the wave 
amplitude. 

N ow we have to find an equation for the wave vector k 
and the amplitude. The first equation can be obtained with the 
help of very simple arguments. If the wave is not very much 
different from a plane wave it can be described by the function 
a exp( -icp) , where cp is its phase. We have w = acp / at, k = 
- \1 cp. Thus, from these relations we find: 

ok a acp 
- = --\1cp = -\1- = -\1w. 
at at at 

(2.65) 

It is sufficient for us to use only the transverse y -component of 
this equation: 

aky _ ow 
at - ay· 

With the nonlinearity taken into account the expression for the 
frequency looks like 

where vp is the phase velocity along the x-axis. This phase 
velocity is a function of y and, namely, this dependence produces 
the wave front curvature (see Fig. 2.12). Remembering that 
ow / ok = Vg we can write the equation for ky in the form: 

(2.66) 
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Here ko is the unperturbed value of the wave number. Now 
using the relation 8kx /8y = 8ky/8x which follows from the fact 
that the vector field k = -\1cp is vortexless we represent (2.66) 
in the more convenient form 

8ky 8ky 8a2 

8t + Vg 8x = kovpq 8y . (2.67) 

This equation has to be supplemented by an equation for a2 • If 
we remember that a2 is proportional to the density of energy 
which is transported with the group velocity we can write: 

(2.68) 

We have taken into account here the presence of a small trans­
verse component kyvg/ko of the group velocity, where Vg is its 
unperturbed value. 

In the stationary case we can omit the time derivatives in 
equations (2.67)-(2.68). Excluding ky with the help of (2.68) 
and differentiating (2.68) with respect to x we obtain: 

82a2 v 82a2 
--=-q....!!...--. 
8x2 Vg 8y2 

(2.69) 

Thus, for q > 0 the light beam is unstable with respect to small 
initial perturbations dependent upon y. Namely, as a result of 
this instability, self-focusing develops. 

The question may be raised of why this nonlinear effect is 
not accommodated by the higher harmonics generation as took 
place for the wave overturn. The answer is that the overturn can 
be prevented by a very small dispersion which does not much 
change the sinusoidal shape of the wave pattern. 

2.3.3. Wave packet self-compression - envelope instability 

Compression of the wave energy can occur not only in 
the transverse direction but in the longitudinal one as well. To 
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describe this effect we assume that the amplitude and phase of 
this packet are slowly varying functions of the variables x, t. We 
can put again 

(2.70) 

where Wk is the linear frequency of the wave with wavenumber 
k and O'.a2 is the nonlinear correction proportional to the square 
of the amplitude. According to (2.65) we have 

ak aw ak aa2 
- = -- = -v -" -0'.-
at ax 9 ax ax' 

(2.71) 

Here it is taken into account that Vg = aWk/ak. The wave energy 
transfer is described by the relation 

aa2 a 
at + ax (vga2) = O. (2.72) 

These equations describe the envelope instability when a packet 
can be broken by itself into separate clots. 

To reveal this instability we assume that the envelope of 
the initially pure harmonic wave is perturbed in such a way: 

k - ko + k' exp( -ivt + iKX), 

a ao + a' exp( -ivt + iKX). 
(2.73) 

Here v « wand K « ko are the frequency and the wavenumber 
of the small envelope perturbation. Assuming that k' « ko, a' « 
ao we can use a linear approximation for equations (2.71)-(2.72). 
Then we obtain: 

-vk' +vgKk' +O'.K2a'ao = 0, 

Kv~k' - v2aoa' + Kvg2aoa' = O. 

(2.74) 

(2.75) 

Here v~ = aVg / ak = a2Wk/ ak2. The dispersion relation for equa­
tions (2.79)-(2.80) gives 

(2.76) 
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As we see there are two solutions for 1/. When a = 0 both solu­
tions merge into one, 1/ = Vg/'i" and correspond to wave packet 
propagation with the group velocity. At av~ > 0 we have two 
types of envelope waves with different relations between the amp­
litude and phase modulations. But if av~ < 0 the wave packet is 
unstable with respect to the envelope instability. This instability 
was discovered by M. Lighthill [14] and the condition av~ < 0 
is called the Lighthill criterion. 

E A A' 

Fig. 2.13. Wave packet self compression - enve­
lope instability. 

The physics of the envelope instability is clarified with the 
help of Fig. 2.13. Suppose that a > O. Then the phase velocity 
at point B is less than at points A and A', so the wavenumber 
at the spot P will increase since it is proportional to the number 
of wave nodes per unit space interval, while at the spot Q it will 
decrease. Hence, provided v~ < 0, the wave packet at P will be 
decelerated and its power will be added to the wave at spot A 
while at spot Q it will be accelerated and will amplify the wave 
at spot A'. 

Gravitational waves on deep water do meet the condition 
av~ < 0: the nonlinear contribution to the phase velocity (and, 
consequently, to the frequency) appears to be positive where-

as the derivative v~ = -(1/4)Vg/k3 is negative. At first the 
conclusion that periodic gravitational surface waves must be un­
stable caused a sensation and seemed wrong. But in time it 
was rederived by different methods and was confirmed experi­
mentally [15]. Now nobody doubts that gravitational waves on 
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deep water are unstable and so there are physical grounds for 
the belief in "the tenth wave." 

2.4. Nonlinear wave interaction 

2.4.1. Three-wave processes 

Let us consider three-dimensional nonlinear oscillations. 
Certainly we do not expect to succeed in the most general case for 
the mathematical theory of nonlinear partial differential equa­
tions is not complete yet. Nevertheless we may assume the amp­
litude of oscillations to be not large and use the perturbation 
theory. In the leading approximation we have a linear theo­
ry and the superposition principle, so any perturbation of the 
steady state may be represented as a set of eigenmodes. 

In the framework of the linear approximation it does not 
matter which physical quantity (the electric field, particle veloc­
ities, density etc.) is chosen for the description of the oscillations 
since all of them are proportional to each other. So we shall use 
a scalar function '1/J (r, t) that is linear in all other characteristics 
of the wave and for a while shall not specify its physical mean­
ing. In the linear approximation the function '1/J behaves as a 
collection of plane waves: 

(2.77) 

Here (c.c.) denotes the complex conjugated quantity and the 
summation is taken over all the wavenumbers such that ak i= 
o. The frequency Wk is the eigenfrequency of the wave with 
wavenumber k and is determined by the linear dispersion law. 
Namely, for any elementary plane wave '1/Jk = ak exp( -iwt+ik·r) 
we have 

(2.78) 

We assumed the root w = Wk of the dispersion equation to be 
simple and that is why the dispersion relation can be represented 
in the form (2.78) for all values of the frequency W within a 
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small vicinity of Wk. In accordance with (2.78) W = Wk provided 
ak =I O. 

Note that the terms on the right-hand side of (2.77) appear 
in complex conjugated pairs so that 'ljJ should be real. In other 
words every elementary wave is represented by the sum 

ak exp( -iWk + ik . r) + a~ exp(iwk - ik . r), 

where the star denotes complex conjugation. As we see, the 
second term corresponds to the wavenumber - k, so 

(2.79) 

Thus, every plane wave can be characterized either by the pair 
(k, Wk) or by (-k, W-k = -Wk), while only the phase velocity 
vp = kWk/ k2 appears to be invariant. It is convenient to choose 
the pair with the positive frequency (if the wave energy is pos­
itive). Then the directions of the wavevector k and the phase 
velocity will coincide and one may simply speak of a plane wave 
(k, Wk) of amplitude ak. So far the quantity ak is unspecified 
since we assumed 't/J to be an arbitrary linear function of the 
linear wave amplitude. It turns out that all the needed formulae 
will simplify significantly if we choose ak such that the wave en­
ergy density Ck is expressed in the form Ck = wklakl2 = wkakak' 
We shall see in Section 5 that the momentum density Pk of a 
plane wave is proportional to its energy density Ck and is con­
nected to it by the simple formula Pk = C /vp, with vp being 
the wave's phase velocity. The momentum density Pk is directed 
along the phase velocity, so the formula P k = Vp/V;Ck is more 
precise. 

At this moment it is useful to draw a quantum analogy. A 
classical linear wave may be regarded as a collection of a large 
amount of a free field quanta that appear to be Bose-particles. 
Let Nk be the number of identical particles placed in a unit 
volume. Then their energy and momentum can be represent­
ed respectively in the form hWkNk and hkNk. Certainly we do 
not need the Plank constant while considering classical fields, so 
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henceforth we shall omit it assuming that Ii = 1 in the appropri­
ate system of units. Correspondingly, we shall use the classical 
quantity Nk = akai:: that differs from the number of quanta by 
the factor Ii-I. 

We can summarize that with the forgoing choice of the 
amplitude ak the following expressions are valid: 

(2.80) 

It was assumed here that the wave energy is positive and, con­
sequently, Wk > O. In a stable stationary medium waves really 
do have positive energy. But a plasma is usually far from equi­
librium. It makes sense to choose Wk negative if the wave ener­
gy is negative since Nk > O. Therefore one may ask whether 
the expression for the momentum in (2.80) is correct in the 
case of a negative frequency. As will be shown in Section 5, 
the relation £k = vp . P k is universal, and by definition the 
phase velocity vp is equal to kWk/ k2 • Consequently, the formu­
la P k = kNk is also valid for waves of negative energy since it 
implies vp . P k = WkNk = £k. We see that vp' P k = £k < 0 for 
a negative-energy wave, i.e., the momentum P k and the phase 
velocity vp are oppositely directed. Thus, we should use the pair 
(Wk' k) with negative Wk for the description of waves with neg­
ative energy. For these waves the elementary portion k of the 
momentum (with Ii = 1) and the total momentum P k = kNk 
appear to point in the direction opposite to that of the phase 
velocity. 

The foregoing immediately brings up the question about 
which option should be taken: (k, Wk) or (-k, -Wk)? Recall 
that these two pairs according to (2.79) are exactly equivalent! 
The answer is provided by relation (2.80). Since Nk was defined 
as the number of quanta, the direction of the vector k is to be 
chosen in such a way that kNk should coincide with the wave 
momentum density. Then the expression WkNk will give the 
energy density with the proper sign corresponding to the energy 
sign of the wave under consideration. 
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Let us return to expressions (2.77)-(2.78). The superposi­
tion (2.77) of eigenmodes appears, in fact, to be a solution to the 
dispersion equation (2.78), since we forced the frequency w of 
an elementary wave '¢k to be equal to the value Wk determined 
by the dispersion relation. Equation (2.78) may be regarded as 
an extremely simplified version of the primary system of linear 
equations: we converted the latter to a simple relation in the 
neighborhood of the frequency eigenvalue. Relation (2.78) can 
be also regarded as the simplified wave equation in the (k, w) -
representation. To return to the (r, t) -representation one is to 
treat the function '¢(r, t) as a superposition of plane waves of 
the type '¢k = ak exp( -iwt + k . r). Replacing wand k on the 
right-hand side of expression (2.78) by the operators ifJlat and 
-i'V, we transform it to the form 

(2.81) 

where the operator Wk is obtained by the substitution k ---* -i'V 
in the function wk(k). 

For instance, the frequency Wk of a free quantum particle 
with mass m is equal to £k/n = nlkl2/2m and equation (2.81) 
assumes the form 

in a'¢ = _~I::l"I' at 2m '1/, 

i.e., coincides with the Schrodinger equation for a free particle. 
If '¢ corresponds to one of the equivalent Bose-particles, the 
squared amplitude corresponds to the number of particles per 
unit volume and the classical formulae (2.80) for the energy and 
momentum densities seem natural from the quantum mechanics 
viewpoint. 

Let us turn to slightly nonlinear waves. If the wave ampli­
tudes are not infinitesimally small, we are to take the nonlinear 
terms of the equations of motion into account. It makes sense 
to arrange them in ascending order with respect to the powers 
of amplitude, i.e., to collect the quadratic, cubic, etc. terms in 
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distinct blocks. If the amplitude is extremely small, it is suffi­
cient to leave only the quadratic terms and to neglect the others. 
Expressing all the physical variables in terms of the previously 
chosen one, we can reduce all the equations to the form (2.78), 
where the sum of quadratic terms (and of cubic, fourth-power 
and all other terms if they have not been neglected) will appear 
on the right-hand side. The quadratic terms are proportional 
to ak' ak" and the summation is apparently to be taken over the 
indices k', k" satisfying the restriction k' + k" = k in order to 
provide the same dependence exp(ik· r) on the spatial coordi­
nate as that of the left-hand side. 

One may treat the frequency on the left-hand side of (2.78) 
as the operator if) / at. Therefore in the case of the elementary 
plane wave ak exp( -iwt+ik-r) the bracketed expression (W-Wk) 
transforms as follows: 

(w - wk)ak exp( -iWkt + ik· r) = ia~k exp( -iWkt + ik· r). 

Thus, if quadratic terms are taken into account, equation (2.78) 
assumes the form 

oak = L:Vkk/k" akiak" exp[-i(Wk' + wk" - Wk)t] at k' 
(2.82) 

with k" = k - k'. The time-dependent factor arose from the 
insertion of the superposition of eigenmodes into the nonlinear 
terms. Vkk/ k" is a certain function of the wavevectors and is 
uniquely determined by the nonlinear terms of the equations of 
motion. It is natural to refer to Vkk/ k" as the matrix element of 
the wave interaction. 

We see that the quadratic terms 

akiak" exp [-i(Wk' + Wk,,)t + i(k' + k") . r] 

that contribute to the nonlinear external current play the role 
of a power source with frequency Wk' + Wk" and wavevector 
k' + k". Note that this power source is inevitably accompanied 
by a similar source with frequency Wk' - Wk" and wavevector 
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Fig. 2.14. A moire as the result of a nonlinear 
superposition of two plane waves. 

k' - k" since different terms in (2.77) are to be paired up with 
the complex-conjugated ones because 'l/J is to be real. 

One can visualize the "pulsation" at the combinative fre­
quencies Wk' ± Wk" and wavevectors k' ± k" with the help of 
Fig. 2.14, which presents the two plane wave superposition pat­
tern. Each hatching in Fig. 2.14 resembles a meander-wave 
whose amplitude hops from zero to unity: it equals to zero 
on the black lines and unity between them (see the bottom of 
Fig. 2.14). The superposition takes place in the intersection area 
- the black lines run through the points where at least one of 
the amplitudes is nonzero with white spots between them. One 
can clearly see through the figure that the wave superposition 
forms a moire - a wave with wavevector k' - k". (In addition 
a small-scale ripple appears at the wavevector k' + k"). 

It is even more easy to get a view of a moire with the help 
of two combs. Put one of them on the other and look through. 
If the combs are identical, a moire will appear only under the 
condition that the combs are placed at a nonzero angle as is 
shown in Fig. 2.14, but if they are different, a moire will appear 
even if one of them is put along the other. Shift the combs a 
little and watch the moire moving. A similar picture can be also 
seen in nylon folds. 
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The moire effect is provided by the wave superposition and 
moving waves produce a moving moire. If this moving moire 
coincides with an eigenmode, i.e., if the combinative frequency 
Wk' ± Wk" is equal to the eigenfrequency Wk corresponding to the 
pulse wavevector k = k' ± kif, the nonlinear power source will 
amplify the k-wave and its amplitude ak will change with time 
according to (2.82). 

In the resonant case the difference ~ = Wk' + Wk" - Wk is 
zero and in time the oscillation amplitudes can change drastically 
even when the nonlinearity is small. The interaction processes 
involving three waves are known as three-wave interactions and 
the dispersion laws (the dependence of the frequency Wk on k) 
satisfying the decay conditions 

k = k' + kif, Wk = Wk' + Wk", (2.83) 

are called decay spectrums. In a plasma the decay constraints are 
easily settled because of the great number of different oscillation 
modes. 

Three-wave processes provide an opportunity for eigen­
wave transformation and, therefore, lead to a complicated pic­
ture of energy transfer in the wavenumber phase space. In par­
ticular, these triad processes take place in certain hydrodynamic 
systems [16]. 

Let us consider the simplest case when there are only three 
waves satisfying the resonance condition (2.83). For the following 
we shall denote their amplitudes by al = ak, a2 = ak', a3 = 
ak" and the corresponding frequencies by WI, W2, W3, and shall 
assume that WI = W2 + W3 > W2 > W3' 

With the aid of (2.82) we obtain the equation 

(2.84) 

for al with VI = Vk,k' ,k'" The complementary equations for a2 

and a3 may be obtained in the same way. Interchanging k and 
k' in (2.82), we come to 

(2.85) 
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and substituting k" for k and k for k' we obtain 

aa3 TJ" * at = V3 aIa3 (2.86) 

with V2 = Vk, k -k" and V3 = Vk" k -k'· , , , , 
In the framework of hydrodynamics when thermal motions 

are neglected, equations (2.82)-(2.86) appear to be the Fourier 
transform of the partial differential equations of motion and the 
coefficients Vk,k',k ll all together are either real or purely imag­
inary. For simplicity we shall assume them to be real (if they 
were imaginary one could multiply the amplitudes ai by i and 
return to the case under consideration). Equations (2.82)-(2.86) 
are given in the dynamic variables ak and we can rescale each by 
an appropriate factor to simplify them. Choose again this nor­
malization so that the energy £k of the k-th wave is wklakl2. 
Then its momentum P k will be equal to klakl 2 and the quantity 
Nk = lakl 2 can be interpreted as the number of waves. 

Because of the energy and momentum conservation laws 
the matrix elements involved in equations (2.84)-(2.86) must 
meet certain restrictions. Really, multiplying them correspond­
ingly by wiai and kiai (ki = k, k2 = k', k3 = k") and adding 
to the complex conjugated equations, we obtain 

W2(VI + V2) + W3(VI + 113) 

k 2 (Vi + V2) + k 3 (Vi + 113) 

0, 

o 
in view of the energy and momentum conservation laws 

wiNI + W2 N2 + W3 N3 

kiNI + k2N2 + k3 N3 

const, 

const, 

(2.87) 

(2.88) 

(2.89) 

and of the relations WI = W2 + W3, ki = k2 + k3. Formulae 
(2.87) represent a system of four scalar equations in two vari­
ables VI + V2 , VI + 113. There is only the zero solution to an 
overdetermined system, so VI = - V2 = - V3 • Moreover, since 
the sign reversal before all the wavevectors is equivalent to com­
plex conjugation and we assumed all the Vi to be real, the rela-
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tion Vk,k',k" = V-k,-k',-k" is valid. Equation (2.82) also implies 
that Vk,k',k" = Vk,k",k'. Thus, we have obtained the following 
relations representing the symmetries of the matrix elements: 

Vk k' kIt = Vk kIt k' = V-k -k' -kIt = - Vk , k -kIt = - Vk" k -k'· , , , , " , , , , 
(2.90) 

In view of these properties the equations for the amplitudes of 
the interacting waves take the simple form 

(2.91) 

Now it is easy to find a new integral of motion. Multiply the 
first equation by ai, the second by a;, sum up and add to the 
complex conjugated relations. Obviously the right-hand side will 
be equal to zero and hence 

NI + N2 = const. (2.92) 

In the same manner one can deduce that 

(2.93) 

But the last relation appears to be the consequence of (2.88) 
and (2.92) because WI = W2 + W3. The integrals (2.92)-(2.93) 
are known as the Manley-Rowe conservation laws. Their phys­
ical sense can be easily displayed in the framework of quantum 
mechanics. Suppose, for instance, that there is a one-quantum 
decrease of N I . The Manley-Rowe relations imply that an ad­
ditional quantum is to appear in each of the states 2 and 3, 
i.e., the quanta number deviations 8Ni satisfy the constrains 
8N2 = -8NI , bN3 = -bNI . Moreover, the energy and momen­
tum conservation laws appear to be fulfilled: 

(2.94) 

This ensures that we are really dealing with the decay of the 
quantum (kl' WI) into the sum of quanta (k2' W2) and (k3, W3). 
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Fig. 2.15. Three-wave processes. 

Relation (2.94) can be read in the opposite direction. Then 
it states that the quanta (k2' W2) and (k3, W3) can annihilate 
giving birth to the quantum (kl' WI). In other words the three­
wave processes are formed by the decays of a single quantum 
into a pair and by the backward processes of pair merging (see 
Fig. 2.15). . 

Thus, we have obtained two integrals of motion, (2.88) 
and (2.92), that impose significant restrictions on the wave in­
teraction. To clarify the essence of these constrains suppose that 
all the amplitudes ai are real. Then relations (2.88) and (2.92) 
can be rewritten in the form 

2 2 al + a2 = const. (2.95) 

The first represents an ellipsoid of half-diameters w~I/2, W;I/2, 

W31/2 in the Cartesian coordinates (aI, a2, a3) and the other cor­
responds to a cylinder with the axis directed along a3. The 
amplitudes ai can evolve only in such a way that the point 
(aI, a2, a3) should move along the intersection line of these sur­
faces. In our case of WI > W2 > W3 these lines are of the form 
shown in Fig. 2.16. 

As we see, the trajectories in the neighborhood of the axes 
a2 and a3 are like small ellipses, i.e., each amplitude a2, a3 
oscillates near its initial value provided the imposed perturbation 
is small (Fig. 2.17a). On the contrary the wave of the maximum 
frequency WI can "decay," i.e.,' its energy can be completely 
transferred to the waves a2, a3 even if their initial amplitudes 
were small: a2, a3 « al (Fig. 2.17b). Figures 2.16 and 2.17b 
show that the decay process is periodic: at first the wave al is 
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Fig. 2.16. 'frajectories of three interacting waves. 

converted into the waves a2, a3 and then the system returns to 
the initial state. 

2.4.2. Analogy to the Euler equations 

The above process is similar to free solid body motion. 
In particular, the decay of wave al into a2, a3 is similar to the 
rotation of a free asymmetric body around the axis of interme­
diate angular moment of inertia h, with h > 12 > 13 being its 
angular moments of inertia (see Fig. 51 in [17]). The governing 
equations are also alike. 

Recall that the angular momentum M of a free body re­
mains constant and satisfies the equations 

dM d'M 
dt = dt + n x M = O. (2.96) 

Here the primed differentiation in time corresponds to the differ­
entiation of the M-components related to the Cartesian coordi­
nate system frozen to the body, while the second term arose due 
to the differentiation of the corresponding moving orthogonal 
unit bench-vectors. Since M = {lIOI, 120 2 , 130 3 } in the mov­
ing coordinates, the angular velocity components in accordance 
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Ni a Ni 

t 

Fig. 2.17. Dependence of amplitudes of three in­
teracting waves upon time in the case of stable (a) 
and unstable (b) initial states. 

with (2.96) satisfy the equations 

b 

t 

(2.97) 

(2.98) 

(2.99) 

These equations are similar to equations (2.91) for the ampli­
tudes ai. The integrals 2E = Mf / II + Mi /12 + Mi /13 and 
M2 = Mf + Mi + Mi are conserved and the intersections of their 
level surfaces in the Cartesian coordinate system (01 , O2 , 0 3 ) 

provide the same picture as the wave decay: the rotations around 
the axes of extreme angular moments of inertia II, 13 are stable, 
while the rotation about the axis of intermediate angular mo­
ment of inertia 12 is unstable. The dependence of the angular 
velocity components Oi and of the amplitudes ai upon time also 
appears to be described by similar formulae. 

2.4.3. Explosive instability 

So far, while considering the three-wave interaction we 
assumed the energy of all the waves to be positive. The above 
symmetries of the interaction matrix elements were derived on 
this assumption. However, in a non-steady plasma the wave 



Cooperative Effects in Plasmas 77 

energy can be negative (see Section 5.4.3) and the interaction 
of such waves with waves of positive energy leads to a nonlinear 
instability of "explosive" type [18]. The cause is that the energy 
transfer from a wave of negative energy to waves of positive 
energy leads to an increase the negative-energy wave amplitude, 
but not to a decrease. 

Suppose, for instance, that wave al of the highest frequen­
cy is also of negative energy. Since we have agreed to preserve 
the formulae £k = WkNk, P k = kNk for the energy and momen­
tum of waves of negative energy but to choose (Wk' k) as the 
pair with negative frequency and wavevector directed against 
the phase velocity vp = kWk/ k2 , the resonance conditions are 
now to be read as 

(2.100) 

Energy and momentum conservation imply that VI = V2 = V3 
and hence the equations for the amplitudes of the three inter­
acting waves take the form 

(2.101) 

One may question the difference between formulae (2.83) and 
(2.100). As we know, any plane wave can be characterized by 
the pairs (k, Wk) and (-k, -W-k) on equal grounds. Relations 
(2.83) and (2.100) do formally coincide up to this interchange. 
The answer appears to be not formally mathematical, but rather 
physical. Namely, it is the structure of equations (2.101) that 
gives evidence of the opposite energy signs of the first and other 
waves. Indeed, the Manley-Rowe relations assume the form NI -

N2 = const, N I -N3 = const, N2-N3 = const. In other words the 
addition of a single quantum to each state does not violate these 
constraints and is in compliance with the energy conservation law 
only under the condition that the sum of the quanta energies is 
zero. 

To simplify the analysis of equations (2.101), let the am­
plitudes be real. Then it is clearly seen that all of them grow 
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simultaneously. In view of the similarity of these equations to 
the equation dx/dt = x2 one can expect their solutions to be 
analogous to the solution x = (to-t)-I, i.e., that ai rv 1/(to-t). 
Thus, we have encountered an instability of "explosive" nature: 
the waves amplitudes grow to infinite values in a finite time. 

2.4-4. Random-phase approximation 

It is clear from the equations governing the time evolu­
tion of three interacting waves that the intrinsic time scale of 
their change is t rv 1/Va. This scale is large if the ampli­
tudes are small and the synchronization conditions are to be 
supported during all this time in order for the resonance inter­
action to occur. Apparently the lower the amplitude, the lower 
the acceptable divergence ~, i.e., the synchronization constraint 
~ = WI - W2 - W3 « V a becomes more severe. 

But in real experiments on a plasma it is very difficult 
to reach exact synchronization since there are always small dis­
turbances that slightly vary the eigenfrequencies in space (or in 
time, if these disturbances are non-steady). Under these circum­
stances the wave interaction becomes much more complicated, 
but on the other hand its irregularity permits one to use anoth­
er method involving the so-called random-phase approximation. 
We shall apply it to the problem of three wave interaction, as­
suming the energies to be positive. Multiplying each equation 
for the amplitudes aj by the corresponding aj and adding to 
the complex-conjugated relations, we obtain the equations in 
squared amplitudes: 

aNI 
at 

aN2 

at 
aN3 

at 

(2.102) 

(2.103) 

(2.104) 

where (c. c.) stand for the corresponding complex conjugated 
quantities. Each of the amplitudes aj can be represented in the 
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form laj 12 exp( i'Pj) with 'Pj being its phase. Notice that there 
is the same phase factor exp [±i( 'PI - 'P2 - 'P3)] on the right­
hand side of all equations (2.102)-(2.104). The phase difference 
'PI - 'P2 - 'P3 can vary with time because of the wave interactions 
(these variations are of the same time scale as the amplitude vari­
ations) and due to inhomogeneities of the medium. The latter 
can cause even more rapid phase variations. Undoubtedly the 
plasma inhomogeneities do cause amplitude fluctuations as well, 
but one can expect them to be much less than the phase fluc­
tuations since the squared amplitude is related to the conserved 
quantity, namely, to the energy density, and hence only a slight 
spatial redistribution of the wave packet energy can take place. 
As for the phase, there are no constraints imposed on its varia­
tions and it can be easily altered at any spot by a mere shift of 
a wave packet portion. 

Thus, it seems quite reasonable to use the random-phase 
approximation, assuming all the amplitudes to be constant and 
the phases to be arbitrary random functions of time. In other 
words one is to insert aj ~ jii; exp(i'Pj) in equations (2.102)­
(2.104) and to average over the phases 'Pj. But this averaging, if 
formally applied, will turn the right-hand sides to zero, so while 
dealing with them we have to take care of small deviations of 
the amplitudes from their zero-approximation value, i.e., to put 

aj = [N;ei'Pj + biij . (2.105) 

Here biij stands for the above deviation and can be obtained 
with the aid of the first-order approximation 

i biil = V J NIN2 ei('Pl +'P2) at 
to the amplitude evolution governing equation. Apparently 

biil = vJNIN21t e i('P1+'P2)dt (2.106) 
to 

with to being a large negative instant, such that biil (to) can be 
considered zero. We put J NIN2 outside the integral, assuming 
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Nj to be constant over the time scale of the phase variation. Sub­
stituting successively the deviations 8iij for the corresponding 
amplitudes on the right-hand side of equations (2.102)-(2.104), 
we get the equations for Nj in the leading-order approximation: 

W(N2 N3 - NIN2 - NIN3) , 

aN3 aNI 
-- ---at at . 

Here 

t 

W = 2V2T, T = (exp[iO(t)] f exp[-iO(t')] dt'), 
-00 

(2.107) 

(2.108) 

with 0 being the sum of any two random phases, say of <PI 
and <P2: 0 = <PI + <P2. The quantity T determines the phase 
correlation scale. 

The equations for N in the random-phase approximation 
imply the Manley-Rowe identities NI + N2 = const, NI + N3 = 
const and, consequently, energy and momentum conservation. 
There is a stationary solution Nj = const corresponding to the 
equipartition of the energy, i.e., to the Rayleigh-Jeans law: 

Indeed, substituting Nj = To/wj in the right-hand side of equa­
tion (2.107) and moving the common factor NIN2N3/TO out of 
the brackets, we obtain the factor (WI - W2 - W3) that is appar­
ently equal to zero due to the synchronization condition for the 
frequencies. 

The equations for Nj can be naturally regarded from the 
quantum mechanical standpoint. The processes of combinative 
decay of a quantum nWI into the pair nW2 + nW3 and the back­
ward merging are described by the equation 

(2.109) 
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Here W is the transition probability and the units are added 
to the final states in order to take into account spontaneous 
transitions of Bose-particles from one state to another. If the 
numbers N j of quanta are essentially larger than unity, it is 
sufficient to keep only quadratic terms on the right-hand side of 
this equation and it will obviously coincide with (2.107). 

2.4.5. Low-frequency wave interaction with high-frequency 
waves 

So far we have considered only three wave interaction. In 
reality the number of interacting waves can be essentially larger. 
In the three-wave approximation we treated the superposition 
of three engaged waves, considering the interaction to be either 
under the condition of fixed phases provided the resonance con­
ditions are perfectly supported, or under the condition of ran­
dom phases in the case of a slightly inhomogeneous medium or 
irregular waves. 

Let us now consider the interaction of high-frequency waves 
with a low-frequency one to offer an illustration of the case of 
a large number of interacting waves of fixed phases [19]. For 
instance, a high-frequency electromagnetic wave interacting with 
ion-sound. This case corresponds to Fig. 2.14 when the moire 
produced by a high-frequency wave appears to be in resonance 
with a low-frequency wave. 

Denote the low-frequency wave amplitude by b, and its 
wavevector and frequency by K, and 1/. Let the wavenumber of 
the second wave be ko, with ko » K,. Then this primary wave 
can interact with a wave of kl = ko+K" while the latter wave can 
in turn interact with a wave of k2 = ko + 2K, and so on. Thus, 
besides the two primary waves ko and K" the entire set of waves 
with the wavenumbers kn = ko + K" n being any integer, can 
be engaged in the interaction. Let the amplitude of the wave 
ko + nK, be an, so that ao corresponds to the primary high­
frequency wave. We shall assume that the waves are in exact 
resonance, i.e., that Wn = Wn-l + 1/ or Wk = Wk-K, + 1/. 
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Now we can put Wk-It ~ Wk - (8w/8k)/'i, since /'i, was sup­
posed to be small and rewrite the resonance condition in the 
form 

(2.110) 

It is obvious that in our case of small /'i, the resonance con­
dition corresponds to the equality of the group velocity of the 
high-frequency wave packet with the phase velocity of the low­
frequency waves. Since /'i, is small, the matrix element in (2.82) 
can be treated as if it were independent of n, so the equation 
for an assumes the form 

8;tn = iV(an+!b* + an-1b), (2.111) 

where V is a certain constant that we shall assume to be real. 
(For the following it will be convenient to use such a normaliza­
tion of the amplitudes that the interaction matrix element iV is 
purely imaginary). By analogy we obtain the equation 

(2.112) 

for b. The interaction matrix elements in (2.111) and (2.112) 
were assumed to coincide. This surely can be achieved by an 
appropriate normalization of the amplitudes an and b. 

Suppose that initially there was the only a high-frequency 
wave of amplitude ao(O) and a weak low-frequency wave of amp­
litude b. Let us assume for simplicity that b is real. Then one 
may easily verify with the help of the well-known identity 

dJn 
2 dx = I n - 1 - I n+! 

for the Bessel functions that 

(2.113) 
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gives the solution to (2.111). This ensures that due to the inter­
action with the low-frequency wave higher and higher modes an 
are exited and that on average their amplitudes become equal as 
t -t 00 since In(x) ,....., const/ yIX at large x (provided n < yIX). 
In view of the relation 

1/J I: an exp( -iwnt + iknr) 
n 

exp( -iwot + ikor) I: an exp( -invt + inK,r) 
n 

exp[-iwot + ikor - i>.cos(vt - K,r)] (2.114) 

(with>' = 2V J bdt) it is obvious that the excitation of the 
modes an is nothing more than the initial wave modulation. 
Thus, in the considered case of K, « ko and of matrix elements 
independent of n, the wave modulation appears to be a purely 
phase one. 

Substituting the obtained formulae (2.113) for an into 
equation (2.112) for b we arrive at 

8b 
-8 = -VI: I n (>.)Jn - 1(>.). 

t n 
(2.115) 

But the right-hand side is equal to zero due to the well-known ad­
dition theorem for the Bessel functions. Thus, the high-frequency 
wave modulation takes place on the background of the low­
frequency wave of constant amplitude. Incorporation of a slight 
asymmetry of the interaction matrix elements, i.e., of their de­
pendence on n, will lead to a low-frequency amplitude varia­
tion in time - it will either grow or oscillate at low frequency. 
Everything depends on which direction (to the low or to the 
high-frequency range) the high-frequency wave transformation 
predominates. 

The nonlinear interaction of a high-frequency wave with 
plasma oscillations was observed experimentally by Stern and 
Tzoar [20]. The corresponding data are plotted in Fig. 2.18. 
As we see, this interaction excites ion-sound and Langmuir os­
cillations in the plasma (the pumping wave frequency was near 
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Fig. 2.18. Parametric generation of ion-sound and 
Langmuir oscillations by weak (a) and strong (b) 
pumping (wo is the pumping frequency, n the ion­
sound frequency). 

the Langmuir one), and the number of satellites grows simulta­
neously with the pumping power in accordance with the wave 
interaction theory. 

2.4.6. Wave front reversal 

There is one more family of nonlinear phenomena that is 
connected to the so-called wave front reversal [21]. At first con­
sider a simple "gedanken" experiment. Let a monochrome acous­
tic wave run through a dry substance, say through quicksand. 
We may regard the wave as a set of plane waves ak exp( -iwt + 
ik . r) of the same frequency. Now imagine that a uniform elec­
tric field is superimposed on the medium. Then there will be a 
quadratic effect of the form bk exp( ik· r) with bk being indepen­
dent of the frequency and proportional to ak. This motionless 
disturbance of a dry medium can be memorized in the form of a 
weak immovable deformation of the medium. 

If we remove the signal sources, the frozen wave will be 
conserved by the medium and represent saved information. If 
somewhat later we impose the uniform electric field again, the 
quadratic effect will result in waves of the form Ck exp(±wt+ 
ik . r). One of these waves will run exactly in the opposite di­
rection to the previously transmitted acoustic wave: this is wave 
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front reversal. Detectors placed on the sand surface will feel a 
signal right at the spots where the transmitting sources had been 
situated initially. 

Apparently the above example of frozen wave memory is 
analogous to hologram formation known in optics: the alternat­
ing electric field plays the role of the reference wave while the 
acoustic wave interferes with it and results in a hologram type 
disturbance. 

Front reversal can also occur during induced wave scat­
tering, i.e., in a process similar to wave decay. Suppose that 
the electromagnetic wave (w, k) decays into two waves: scat­
tered electromagnetic (w', k') and low-frequency (0, K). If the 
frequency 0 is small, the scattered wave frequency will be near 
the incident wave frequency, i.e., w' = w - 0 ~ w. The momen­
tum conservation law k = k' + K will be satisfied at Ik'i ~ Ikl if 
k' ~ - k and K ~ 2k. The scattered electromagnetic wave will 
run in the direction opposite to that of the incident wave, i.e., 
there is front reversal. 

2.5. Solitons 

2.5.1. Electric domains 

In the above Sections we encountered the simplest solitons 
in a weakly dispersive medium. We observed them to be of a 
universal form. In different cases, for instance in the case of ion­
sound, solitary pulses can be of an essentially more complicated 
shape. Nevertheless they are also solitons, i.e., solitary waves. 

In a plasma and in similar non-steady media soliton type 
disturbances appear to occur frequently. So now we shall try 
to get acquainted with solitons by considering different cases by 
way of example. Let us start off with solitons that arise under 
certain conditions with an electric current in semiconductors and 
are called electric domains. Although this phenomenon is natu­
rally studied under topics of semiconductor physics, its physical 
nature is closely related to plasma. 
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In 1963 Gunn discovered an extremely interesting effect: 
if an electric field of about 3 kV cm-1 is imposed on an AsGa 
n-type crystal sample, a coherent alternating current of large 
amplitude is generated [22]. The oscillation frequency, which 
was about 109 Hz, appeared to be inversely proportional to the 
sample length. Later on Gunn experimentally determined [23] 
that these oscillations were connected with the motion from the 
cathode to the anode of domains with a strong electric field: each 
hump of the electric current in the circuit corresponded to the 
birth of such a domain on the cathode followed by its passage 
through the sample. These domains were called electric domains. 
Fig. 2.19 presents their forms, with two curves corresponding to 
different voltages applied to the sample. It can be seen that the 
domains are asymmetric - their rare slope is steeper than the 
front one. If the domain amplitude (i.e., the voltage drop on the 
domain) becomes less, the asymmetry vanishes and the shape 
becomes symmetric. 

E 

t 

Fig. 2.19. Electric field within a stationary mov­
ing domain in AsGa. The domains are moving to 
the left with the speed 1.2 x 107 cm s-l. 

The origin of electric domain formation in semiconductors 
was clarified on the grounds of the notion of negative differential 
conductance. Suppose that there is a gradual slope between Ec1 

and Ec2 in the current-voltage diagram, such that the differential 
conductance ad = dj/dE is negative (Fig. 2.20). 

At a fixed value of the current through the circuit, say 
at jo, there are three available values of the applied voltage -
E 1 , E2 , E3 . One of these values, namely E2 , appears to be un-
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Fig. 2.20. Dependence of the current on the ap­
plied voltage for a semiconductor with a negative 
differential conductance. 
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stable. Indeed, suppose that E = E2 and that there is a small 
fluctuation n' of the electron density. Due to the presence of 
electrons the fluctuation area will be of negative potential. But 
in view of (7 d < 0 the electrons will be attracted by this area and 
the fluctuation will grow. So because of instability charged do­
mains must appear. Since the negative differential conductance 
is created only along the external field lines, these domains will 
be of the form of thin layers oriented perpendicularly to the cur­
rent lines. Assuming that the current is directed along the x axis 
and that all the quantities depend only on x, we can describe 
this instability with the equations 

. an 
) = enJ.L(E)E + eD ax' (2.116) 

oE 
c ax = -471"e(n - no), (2.117) 

. c oE . ) + -~ =)0 = const, 
471" ut 

(2.118) 

where J.L(E) is the electron mobility, D - their diffusion coeffi­
cient, c - the medium dielectric permeability, no - the donor 
density, ]0 - the external current. We preserved the displace­
ment current in equation (2.118), thus it resembles the current 
conservation. Equations (2.116)-(2.118) in the linear approxima­
tion yield the following expression for the frequency of a small 



88 B. B. Kadomtsev 

perturbation proportional to exp( -iwt + ikx) : 

.47rO"d . 2 
W = ku - 1,-- - 'lDk . 

c 
(2.119) 

Here u = -J1,(Eo)Eo is the electron drift velocity and O"d = 
enod(J1,E) / dE stands for the differential conductance. One can 
see from (2.119) that local linear perturbations with sufficiently 
small k grow with time provided O"d < o. 

While the amplitude grows, the nonlinear effects come to 
the fore. We pass to the area E < Eel or to E > Ec2 (see 
Fig. 2.20), where O"d > 0, and the oscillations will stabilize. 
The steady oscillations can be treated with the help of the same 
equations (2.116)-(2.119). Assuming the perturbation to be of 
the form E(x-vpt) of a progressive wave and eliminating nand 
j, we obtain the only nonlinear differential equation of second 
order in E: 

a2E [ ] aE 47reno . aw 
D ax2 + J1,(E)E + vp ax = -c-J1,(E) - E -)0 = - BE· 

(2.120) 
As in the above investigation of the nonlinear Korteweg - de Vries 
equation we may regard (2.120) as the evolution equation of a 
nonlinear oscillator, such that the friction force is described by 
the term with the first-order derivative on the left-hand side. 
In order that the friction force power average out to zero, the 
magnitude of vp should apparently be of the order of the electron 
drift velocity. 

The equivalent potential W(E) on the right-hand side of 
(2.120) slightly depends on jo as is shown in Fig. 2.21. There 
is a certain value jb, such that the potential curve touches the 
zero level twice. This corresponds to the case when there exists a 
solution of the form of a wide soliton: at first the field E is kept 
at the value E1, then it passes to the point E3 and stays there 
for a long time, and finally it quickly returns to the initial value. 
The cases jo > jb and jo < jb correspond respectively to the 
cases of the strong-field domain (soliton) and to the weak-field 
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W 

Fig. 2.21. Potential W(E) for an electric domain. 
1 - jo < jb; 2 - jo = jb; 3 - jo > jb· 
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soliton. There are also plenty of periodic and dissipative shock­
wave types solutions, but the real Gunn domain corresponds to 
a simple strong-field soliton. 

Since then electric domains have been found in different 
semiconductors. It also turned out that there were plenty gearing 
to negative differential conductance. For instance, the condition 
ad < 0 for AsGa, where the domains were found for the first 
time, is related to electron heating and their transfer to a valley 
of the Fermi surface with lower effective mass. For details and 
further examples see review [24]. 

2.5.2. The nonlinear Schrodinger equation 

It turns out that the previously considered nonlinear phe­
nomena of self-focusing and self-compression also lead to soli­
tons, this time to envelope solitons. In order to describe the 
corresponding solutions, we have to treat the slightly non-linear 
waves, whose frequency w depends on the amplitude a as w = 
Wk + alal 2 , more precisely than before. Let us rewrite the dis­
persion law in a form analogous to (2.78): 

(2.121) 

This equation states that only the modes corresponding to the 
zero bracketed expression do not vanish. 
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Multiplying each equation of system (2.121) for the ele­
mentary wave amplitude ak by the factor exp( -iwt + ik . r) 
and summing over k, we obtain the equation for the function 
'lj;(r, t) = L: ak exp( -iwt + ik· r). Certainly we are to substitute 
the operators i8/ 8t and -i'V for wand k. 

Let us now apply this method to a weakly modulated 
monochromatic wave. Suppose that the function 'lj;(r, t) takes 
the form 'lj;(r, t) = wa(r, t) exp( -iwot + ikox), with Wo corre­
sponding to the eigenfrequency of the plane harmonic wave with 
wavenumber ko, and that the wave itself propagates along the x 
axis. If the amplitude Wa(r, t) is not constant, the wave is not 
monochromatic in the lateral sense of the word. In order to take 
this fact into account we have to use a superposition of equations 
(2.121). Formally, the amplitude ak in equation (2.121) should 
be replaced by the function 'lj;(r, t), while the frequency wand 
the wavevector k - by the operators i8 / 8t and -i'V. One can 
easily see that 

.8'lj; 
~8t 

-i'V'lj; 

(WoWa + i 8!a) exp[-iwot + ikox] , (2.122) 

(koWa - i'VWa) exp[-iwot + ikox]. (2.123) 

Let us assume the medium to be isotropic so that Wk = Wk 
shall depend only on the absolute value of the wavevector. Near 
k = ko the frequency Wk may be expanded in a power series in 
Ik - kol. Keeping the terms up to the second order, we have 

The corresponding expansion of the frequency is 

1 I ( )2 Vg 1 12 Wk = Wo + vg(kx - ko) + 'iVg kx - ko + 2ko kl. (2.124) 

with Vg = 8Wk/8x, v~ = 8vg/8k = 82Wk/8k2. These relations 
should be substituted into the superposition of the equations 
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(2.121), i.e., into the equation for 'l/J. Omitting the index a of 
the amplitude Wa , we obtain 

.aw . a'll Vg 1 I a2w 1 12 
'l ot + 'lVg ox + 2ko ~..L w + 2Vg ox2 - a W W = O. (2.125) 

This equation for the envelope amplitude· was called the non­
linear Schr6dinger equation. Its linear version, i.e., an equation 
of the form (2.125) with a = 0, was proposed earlier by M. A. 
Leontovich [25]. 

Let us return to the problem of a plane wave instability. 
Put Wo = ao exp(ivot) with ao and Vo being the initial ampli­
tude and frequency. According to (2.125) we have Vo = aa5. Let 
us now suppose that the wave Wo is slightly perturbed, so that 
its amplitude and phase alter in space and with time: 

Wo = (ao + a' ) exp [ - iVot + i<pl] . 

The small quantities a' and <p' are to be treated as real. Sub­
stituting this expression into (2.125) and omitting the terms 
quadratic in a' and <p', we obtain the system 

oa' oa' 
at + Vg ax - aoD.p' 0, (2.126) 

O<p' O<p' I 2 I 

ao at + aOvg ox + La + 2aaoa o (2.127) 

of equations for a' and <p', with the operator L given by 

Vg 1 I 02 
L = --~..L - -v -. 

2ko 2 9 ox2 

Equations (2.126)-(2.127) are linear and one can look for a so­
lution proportional to exp( -ivt + iK. . r). Under this condition 
L may be treated as a number equal to 

Vg 2 1 I 2 
L = -k "'..L + -vg"'x' 2 0 2 
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The condition that equations (2.126)-(2.127) be compatible re­
sults in the following expression for the frequency: 

v = VgKx ± VL(2aa5 + L). (2.128) 

At K-L = 0 and for small Kx it gives the previous result (2.76), 
i.e., self-compression instability in the case of av~ < O. But 
(2.128) indicates that at av~ < 0 self-compression takes place 
only under the condition that Kx is sufficiently small. If K; > 
-4aaUv~, the self-compression process is canceled by the diffrac­
tion that tends to increase the wave packet dimensions. In the 
limit Kx = 0 relation (2.128) implies self-focusing for a < O. 
Nevertheless the instability develops only if K-L is sufficiently 
small, namely if Kl < 4Iala6ko/vg. Since the minimum value of 
K-L is of the order 1/ R of the inverse radius of the cylindrical 
beam, one may state that in the framework of the given approx­
imation, when only the terms quadratic in amplitude are kept 
in expression (2.70) for the frequency deviation, the self-focusing 
process begins only if the laser power exceeds a certain critical 
value proportional to a6R2. 

Stationary focused beams and self-compressed wave pack­
ets are feasible due to the stabilizing effect of diffraction [26, 27]. 
Suppose, for instance, that av~ < 0 and that there is no de­
pendence on y and z. On the grounds of (2.125) we conclude 
that 

w = exp( -ivot) u(x - Vgt) 

is a solution of the form of a running wave packet provided u 
satisfies the equation 

f)2u 2a 3 2vo 
-=-u --u. 
f)x2 v' v' 

9 9 

(2.129) 

But we treated equations of this type while considering periodic 
solutions to the Korteweg-de Vries equation. So we shall again 
regard (2.129) as the equation for a nonlinear oscillator with the 
potential energy 

a 4 Vo 2 W=--u +-u. 
2v' v' 9 9 
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For av~ < 0 and /Jov~ < 0 the potential W is of the form of a 
well and so both periodic envelope waves and localized packets 
like solitons are feasible. In a similar manner one can obtain 
solutions local in the lateral direction in the case a < o. These 
solutions correspond to beams that provide themselves with a 
waveguide and look like thin threads running through the medi­
um. However, they appear to be unstable [28]. 

2.5.3. Vortex filament solitons 

We shall now consider a very interesting example of soli­
ton formation in the case of special vortex motion in an incom­
pressible nonviscous fluid. Vortex filaments in an ideal fluid 
are known to preserve their individuality and their evolution 
in three-dimensional space can be approximately described by 
the so-called localized induction equation. Under this approxi­
mation the motion of a thin vortex filament is supposed to be 
locally identical to the motion of a thin cylindrical vortex of 
the same curvature. Let r = r(s, t) be the radius-vector of the 
vortex line, where s stands for the arclength measured along 
the filament and t for the time. The first asymptotic equation 
governing the filament motion is 

ar 
at = G~b. (2.130) 

Here G ~ (r / 47r) log( 1 / ~6) is the coefficient of the local in­
duction that is proportional to the circulation r around the 
filament, ~ is the curvature, and b is the unit vector of the 
binormal direction. The magnitude of G may be considered to 
be constant as long as the logarithm variations can be neglect­
ed, i.e., when ~6 « 1 with 6 being the vortex diameter. By 
rescaling the time t we transform equation (2.130) to the non­
dimensional form 

r = ~b (2.131) 
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with the dot denoting 8/8t. This equation should be supple­
mented with the Frenet-Seret equations 

r' 
n' 

t, 
-Kt +Tb, 

t' 
b' 

Kn' , 
-Tn 

(2.132) 

of differential geometry. Here the prime denotes 8/88, K is the 
curvature, T is the torsion, whereas t, n, b are orthogonal unit 
vectors pointing along the tangent, the principal normal and the 
binormal directions, respectively. 

Following Hasimoto [29], we can essentially simplify these 
equations. At first we are to evaluate k, and T. Differentiat­
ing (2.131) with respect to 8 and taking account of (2.132), we 
obtain 

i = K'b - KTn. (2.133) 

By applying the above procedure to this relation once more, we 
find that 

The n-component of this equation reads as 

-k, = 2K'T + KT'. 

Therefore, 

(2.134) 

(2.135) 

(2.136) 

Differentiating this relation with respect to 8 and projecting the 
result on b, we obtain in view of (2.133) and of the Frenet-Seret 
equations the following identity: 

(2.137) 

To simplify the dynamic equations (2.135) and (2.137), Hasimoto 
proposed using the complex function 

(2.138) 
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where the integral is to be taken along the filament. It is easy 
to verify that the equation 

.ow 02W 1 I ,Tr1 2 'Tr _ 0 z- + -- + - 'I' '1'-ot OS2 2 
(2.139) 

is equivalent to equations (2.135)-(2.137). 
Thus, the equations governing vortex filament curvature 

and torsion evolution in an incompressible nonviscous fluid are 
reduced to a special form of the nonlinear Schr6dinger equation, 
corresponding to the envelope instability. It therefore describes 
soliton formation. 

It is easy to reveal the shape of these solitons. Assuming 
"" and T to be unknown functions of the only variable ~ = s - ct, 
we find from (2.135) that at ",,2 i= 0 

C 
T = TO = 2" = const. (2.140) 

Thus, the torsion is constant along the filament. As long as 
T = const any solution to equation (2.137) looks like 

2v 
"" = sinh ( v s) , (2.141) 

where v stands for an arbitrary constant. Thus, we obtained a 
localized soliton type solution. With T = const and the explicit 
dependence of the curvature on s at hand the form of the vortex 
filament can be found. 

In particular, when the torsion is zero, the vortex filament 
appears to be like a cord in a vertical two-dimensional plane that 
is permanently spinning at a constant angular velocity around 
the z -axis. With the notation () for the angle between the tan­
gent vector t and the axis z of revolution and w for the angular 
velocity we have 

t = -w sin () h. (2.142) 

Recalling that"" = d()/ds and utilizing (2.133), we obtain 

d2() 
ds2 = -w sin (). (2.143) 
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This is the nonlinear pendulum equation, which, in particular, 
has a kink-like solution. It was shown by Hasimoto [30] that the 
same equation describes the shape of a plane elastic filament. 
Indeed, suppose for instance that the tension of such a filament 
at rest is T and is directed along the z axis as z ---+ ±oo. Then 
due to internal stresses there is a force of constant magnitude 
applied to any filament cross-section. This force produces in 
turn a torque T sin () per filament portion of unit length. In view 
of the balance between this torque and the turning momentum 
-o:d2() / ds2 produced by the stresses, with 0: being proportional 
to the flexural modulus, we have 

(2.144) 

A soliton corresponds to a single loop on the elastic filament with 
sin () ---+ 0 as s ---+ ±oo. This pattern is familiar to all of us. 

2.5.4. Two-dimensional solitons 

It has been shown earlier (Section 2.3.1) that nonlinear 
waves in a two-dimensional dispersive medium may be described 
by the Kadomtsev- Petviashvily equation. To proceed with its 
investigation let us convert it to the dimensionless form 

a (au au a3u) a2u ax at + u ax - 0: ax3 = ay2' 
(2.145) 

The only remaining parameter 0: takes the value +1 in the case 
of a medium of positive dispersion (the corresponding equation 
being called KP1) and -1 in the opposite case, corresponding 
to the KP2 equation. The intrinsic properties of these equations 
are radically different. We have just observed this while consid­
ering line solitons in a two-dimensional medium: in a medium 
of negative dispersion such solitons are stable with respect to a 
wave front bend, whereas in a positive-dispersion medium a line 
soliton is unstable. In the linear approximation the KP1-so1iton 
instability turns out to be of a self-focusing nature. Certainly in 
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the framework of the linear approximation the question of the 
nonlinear development of self-focusing remains open. But, fortu­
nately, the Kadomtsev - Petviashvily equations appear to be in 
the class of completely integrable equations, and can be solved 
exactly by means of the inverse scattering method. Moreover, 
the KP1 equation for a medium of positive dispersion possesses 
solutions of the form of two-dimensional solitons local in all di­
rections and decreasing at infinity as x-2, y-2. Let us examine 
them more thoroughly. 

As we have seen before, a one-dimensional soliton in a 
medium of positive dispersion proved to be subsonic and of neg­
ative amplitude. It is natural to expect a two-dimensional soliton 
to exhibit the same characteristics. Therefore it is convenient in 
the case of positive dispersion, i.e., at ex = 1, to rewrite equa­
tion (2.145) in a slightly different form, using the transformation 
x -+ -x, u -+ -u. On performing the substitution, we find out 
that both cases are described by the unique equation 

o (ou OU 03U) 02U 
oX ot + U ox + ox3 = ex 8y2 . (2.146) 

As before, ex = 1 corresponds to the case of positive dispersion 
and ex = -1 to the case of negative dispersion. In both cases 
one-dimensional solitons of the equation (2.146) are of positive 
amplitude and of positive phase speed. Putting ex = 1, U = 
u(x - t), we obtain the following equation for a two-dimensional 
soliton: 

(2.147) 

The analytic expression for its solution is rather simple [31, 32]. 
Namely, one may verify by direct calculations that the solution 
is presented by the formula 

(3 - x2 + y2) 
U = 24 -:----::-------'~ 

(3 + x2 + y2)2 . 
(2.148) 

We see that at x = 0 the soliton section along the y axis is 
of the form of a hump, monotonically decreasing as U rv y-2 
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as y ---+ 00. The dependence on x is more complicated: the 
function u is positive in the central domain of the line y = 0, 
but for x2 > 3 its sign is reversed and the areas of negative u 
are formed. 

Let u(x, y) be the soliton (2.148) and, hence, a solution 
to equation (2.147). Apparently the function c2u(cx - c2t, cy) 
is also a solution to (2.146) in the case of a positive dispersion, 
i.e., at a = +1. In fact, this can be easily proved for a uniform­
ly moving soliton with the aid of the symmetries of equation 
(2.146). 

Thus, if the soliton amplitude undergoes rescaling by the 
factor c2 , its phase velocity will be rescaled by the same factor, 
whereas the dimensions will be rescaled by the inverted c-factor 
only. For instance, for c2 > 1 the amplitude and phase velocity 
will increase while the dimensions decrease [in comparison to 
the standard soliton (2.148)]. In other words, we have a one­
parameter family of self-similar solitons with the "tall" solitons 
being thin and mobile and the "short" ones being "fat" and 
"lazy." Thus, solitons appear to follow the classic Don Quixote 
and Sancho Pansa example. 

The analytic theory [31, 32] of the KP1 equation enables 
one to construct not only single-soliton, but multi-soliton solu­
tions as well. Investigation of the formulae describing multi­
soliton evolution revealed the surprising property that the KP1-
solitons not only preserve their form and initial parameters (amp­
litude, velocity, dimensions), but also appear to be subjected to 
a zero phase shift. However, even the two-soliton interaction is 
not reduced to a mere superposition of their fields. Moreover, 
two identical solitons appear to exhibit one more unusual aspect 
of behavior [33]. Namely, two solitons starting to move, say in 
the direction of x, one after the other, but not exactly in a line, 
experience attraction even with a large distance between them 
(compared to their dimensions). Thus, they are drawn together 
with the front soliton amplitude being decreased and the rear 
soliton amplitude being increased. Simultaneously they repel 
each other in the y direction and so, while being drawn together 
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in x, they disperse in y. With increasing distance the solitons 
become equal in amplitude and as t -+ 00 they become two 
identical solitons an infinite distance apart in y moving in the 
x direction. The speed of the initial approach in x and of the 
final dispersion in y changes with time as Itl-1/ 2 . 

There is also a solution describing the reverse process. In 
this case two identical solitons infinitely separated in y, start 
moving in the direction of x. For some time they appear to 
attract each other in the direction of y, but later on they line 
up and as t -+ 00 separate from each other in the x direction, 
acquiring the initial velocities and amplitudes. 

Besides the above solutions there are also steady multi­
soliton structures resembling bound states. Thus, the KP1 equa­
tion analytically describes the complicated soliton "life" in a 
two-dimensional medium of weak dispersion and quadratic non­
linearity. 

N ow let us pass to the nonlinear Schrodinger equation -
the simplest representative of wave equations with cubic non­
linearity. Assuming that there is no dependence on x in equa­
tion (2.125), we put V; = v;(r) exp( -int) and obtain the stan­
dard two-dimensional equation depending on p = y'y2 + Z2. For 
a < 0 it looks like the Schrodinger equation with the potential 
well alv;12 depending upon V;. It is known that there is always 
a bound state in a deep well. Suppose, in the first instance, that 
we revealed the corresponding eigenfunction V;o (p) and eigen­
value no and, therefore, are aware of the "number of particles" 
N, i.e., of the integral of 1v;1 2 over a cross-section of our two­
dimensional axially-symmetric soliton. With the notation Po for 
its lateral dimension we can easily construct a single-parameter 
family of solitons at the fixed value of N. Indeed, consider the 
function V;o (pc) of the lateral dimensions rescaled by c. Then 
the values of tl.l.. V;o and of 1v;1 2 at fixed N will be multiplied 
by c2 and, hence, we obtain a soliton type solution with the 
eigenvalue c2n. This single-parameter family corresponds to a 
certain critical value Nc of the "number of particles." 
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Thus, we have become acquainted with two-dimensional 
solitons in two-dimensional media described by the Kadomtsev­
Petviashvily and the nonlinear Schrodinger equations. 

2.5.5. Wave collapse 

Let '¢ = '¢o(p) exp( -inot) be a soliton-like solution to the 
nonlinear Schrodinger equation. This solution corresponds to a 
certain value N = Nc of the "number of particles" defined as the 
integral of 1'¢1 2 over the soliton cross-section. We have estab­
lished before that the function '¢ = c'¢o(pc) exp( -inoc2t) also 
appears to be a solution to (2.125), with the constant c being 
proportional to the lateral dimensions of the soliton. It turns 
out that the function '¢o(p) enables one to construct a steady 
solution describing soliton self-focusing [34]. Suppose for sim­
plicity that v~ = O. This is not a restriction since this quantity 
is related to the self-compression and has no role in self-focusing. 
One can easily verify that 

1 (P) (ino) '¢ = -'¢o - exp -
x x VgX 

(2.149) 

is a solution to the stationary Schrodinger equation (2.125). We 
see that this solution describes a soliton whose lateral dimension 
tends to zero as x --+ O. In other words a wave propagating along 
x is focused at the point x = O. 

If it were an envelope wave, the governing equation would 
not be valid on scales of the order of the wavelength. But if the 
nonlinear Schrodinger equation describes a particular physical 
process down to infinitesimal scale, one may speak about wave 
field compression into a "point." This process has been called 
wave collapse [35]. 

Wave collapse can also occur in a three-dimensional medi­
um of positive dispersion. In this case the KP1 equation (2.146) 
is apparently transformed to the form 

a (au au a3u) ax at + u ax + ax3 = aD...lu (2.150) 
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with ~.l = (82/8y2 + 82/8z2) and ex = +1 for a medium of 
positive dispersion. Suppose that there is a two-dimensional soli­
ton (2.148) with no dependence on z. Repeating the arguments 
that led to the instability of a one-dimensional soliton in a two­
dimensional medium, one can verify that the soliton under con­
sideration is unstable with respect to self-focusing. Moreover, 
we shall show that all attempts to construct a steady three­
dimensional soliton at ex = + 1 will fail. The cause is that in the 
present case the energy flows to the areas of maximum ampli­
tude in two dimensions: along y and along z. The nonlinearity 
and dispersion in x fail to stop the self-focusing process and the 
soliton compresses into a "point." On offering these physical 
arguments, let us proceed to a more quantitative analysis. 

It is easy to verify that the three-dimensional equation 
(2.150) conserves the following integrals: 

p J u2dr, (2.151) 

H ! { (~~)' + (,,\7 ~JL)2 - ~U3 } (2.152) 

Here the quantity J1 is defined by the identity 8J1/8x = u, 
whereas P and H give the momentum and the energy of the 
wave field. One can easily verify that equation (2.150) can be 
represented in the Hamiltonian form 

8u 8 (flH) 
8t = 8x flu . (2.153) 

It turns out [36] that if a soliton solution existed, the sign of its 
energy could be reversed by an appropriate variation of the shape 
with P kept fixed. Therefore, according to Lyapunov's theorem, 
the soliton under consideration is unstable. Computer modeling 
shows [37] that a localized solution to the KP1 equation collapses 
in a finite time. 

We shall encounter the collapse once more in considering 
Langmuir turbulence and solitons. 
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3. Waves and particles 

3.1. Landau damping 

3.1.1. Langmuir waves 

In a plasma, ion-sound waves are in the class of oscillations 
for which the ions play a key role. It is not difficult to consider 
electron modes, which are of higher frequencies and appear to 
be unaffected by the ions. Let us consider the most simple type 
of electron oscillation - Langmuir waves. 

The Langmuir waves are excited when the quasi-neutrality 
of a plasma is violated, i.e., when the electrons are displaced with 
respect to the ions. The arising electric field results in a quasi­
elastic force that tends to return the electrons to the state of 
equilibrium. Since the electrons are much lighter than the ions, 
the electron oscillations caused by this quasi-elastic force take 
place on a background of practically motionless ions. 

If the electron thermal motion is neglected, hydrodynam­
icallanguage can be used. Let e be the electrons' displacement 
from their equilibrium position, which we assume to be small. 
Then the equation of motion for an electron can be written in 
the form 

82e e 
8t2 = me V'cp, (3.1) 

where cp is the electric field potential defined by 

D.cp = 47ren'. (3.2) 

In the linear approximation the electron density perturbation n' 
is equal to 

n' = -n V'. e (3.3) 

Evaluating the divergence of (3.1) and excluding e and cp with 
the aid of (3.2)-(3.3), we obtain 

(3.4) 
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with 
Wpe = V47re2nlme. (3.5) 

This value is usually called the Langmuir frequency. From equa­
tion (3.5) it follows that any violation of quasi-neutrality results 
in electron oscillations with the frequency wpe' If the initial dis­
turbance has the shape of a plane wave with wavenumber k, the 
Langmuir wave will also be plane with a phase velocity equal to 
vp = wpelk. 

It is seen that the phase speed diminishes with an increase 
of k and becomes of the same order in magnitude as the electron 
thermal velocity at k I".J lid. Since we neglected the thermal 
motion, equation (3.4) is valid for kd « 1. When the phase 
speed approaches the thermal velocity, a kinetic description of 
plasma should be used. 

3.1.2. Vlasov Equation 

To describe oscillations of a rarefied plasma under the con­
dition that binary collisions are not important, Vlasov [38] pro­
posed a kinetic equation with a self-consistent field and elimi­
nated the collision terms. For particles of mass m and charge e 
in the absence of a magnetic field this equation takes the form 

of e of - + v\7 f + -E· - = O. ot m ov (3.6) 

The function f is known as the velocity distribution and rep­
resents the particle density in the phase space, so that fdrdv 
is the number of particles located inside an infinitesimal volume 
dr and having velocities within dv. 

According to VlasQv, the self-consistent field E in (3.6) is 
to be determined from the equation 

(3.7) 

where 
(3.8) 
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and Ie and Ii are the distribution functions of the electrons and 
lOns. 

If the magnetic field B is taken into account, the kinetic 
equation for particles of type a with a self-consistent field will 
take the form 

a I a ea { 1 } a I a - +v· V'la+ - E+ -v X B . - = O. at ma c av (3.9) 

The self-consistent electric and magnetic fields E and B are to 
be determined from the Maxwell equations that should involve 
the electrical charge p and current j densities in the form 

(3.10) 

When binary collisions have no role in a rarefied plasma, it is 
refered to as a collisionless plasma. Correspondingly, the col­
lective processes are called collisionless when Coulomb collisions 
are not important. The Vlasov equation with a self-consistent 
field serves as a foundation for the theoretical description of such 
processes. 

3.1.3. Landau damping 

We shall now proceed to the consideration of small-amp­
litude Langmuir waves in the case when the thermal motion of 
particles begins to play an active role. As was originally shown 
by Landau [39], a completely new specific damping mechanism 
appears under these conditions and it operates even in the ab­
sence of collisions. In view of the fundamental role of Landau 
damping in cooperative effects in a collisionless plasma, we shall 
use a more precise mathematical approach in contrast to the 
previous Sections where we simplified matters to some extent. 

Let us assume that the ions constitute a motionless ho­
mogeneous background with density n = const and consider a 
Langmuir wave propagating in the direction of x, so that the 
problem is one-dimensional. 
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The equations for small-amplitude oscillations can be lin­
earized. To do this, put f = fo+ f' with fo standing for the equi­
librium function and f' for the deviation from equilibrium, and 
neglect the quadratic term (e/m)E· af' /av in (3.6). A plasma 
is neutral and homogeneous in the state of equilibrium, so that 
J fodv = n. Due to the homogeneity, these linear equations can 
be written in terms of amplitude components of the expansions 
of f' and cP in Fourier integrals. Therefore, it is sufficient to 
consider the evolution of a separate Fourier-component. Assum­
ing the functions f' and cP to be of the form f' ( v, t) exp ( ikx), 
cp(t) exp(ikx), we write down the linearized equations for elec­
trons with the negative charge -e: 

af' 'k f' 'k e afo 0 -+~ v +~ cp--= , 
at me av 

k2cp = -47re! f'dv. 

(3.11) 

(3.12) 

It is natural to start off with a search for an eigenmode corre­
sponding to some frequency w. To do this, we put 

f'(v,t) = h(v)exp(-iwt), cp(t) = cplexp(-iwt). (3.13) 

From equation (3.11) we might have 

k e afo 
h = k --a CPl· w - vme v 

(3.14) 

Substituting this expression into (3.12), we obtain the dispersion 
equation, relating the eigenfrequency w to the wavenumber k: 

(k ) = 1 47re2 ! (afo/av)dv = 0 
c ,w - + k k' me w- v 

(3.15) 

We have used c to denote the plasma dielectric permeability. 
As we see, expression (3.15) has a singularity in the inte­

grand, hence it can not be used until we specify how to treat it. 
Vlasov [40] proposed taking the principal value of the integral, 
but there are not sufficient grounds to do this. 
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Landau [39] pointed out the correct approach to the solu­
tion of the problem of small amplitude plasma oscillations. This 
approach has also shown the way to overcome the ambiguity 
caused by the divergence in (3.15). Landau noticed that a nat­
urally posed problem about small oscillations usually deals with 
the given initial or boundary conditions, and showed the way to 
solve both problems. 

Consider, for instance, the initial condition problem. It 
should be assumed in this case that the disturbance vanishes for 
t < O. At t = 0 the external source is switched on and the initial 
perturbation g( v) of the distribution function is created. The 
problem is to determine the temporal evolution of that pertur­
bation. To do this, we use equations (3.11)-(3.12) supplied with 
the external source g(v)c5(t) on the right-hand side of (3.11). To 
solve this system, we may use the Laplace transform technique. 
For this purpose let us introduce 

00 

Jp(v) = J exp( -pt)!'(v, t)dt (3.16) 
o 

and a similar representation for cp(t). 
Multiplying equation (3.11) with the source g(v)c5(t) on 

the right-hand side by exp( -pt) and integrating, we obtain the 
relation 

f - ig(v) k e 8Jo 
p -. k +. k ~ Cpp-zp - V zp - v me uV 

(3.17) 

As we see, this expression differs from (3.14) by the additional 
term with 9 and in w being replaced by ip. Substitution of 
(3.17) into (3.12) results in 

. 47re J g(v)dv 
CPP = -\2c(k,ip) ip- kv' (3.18) 

where c(k,w) is given by expression (3.15). As CPP is known, it 
is not difficult to find cp(t): 

1 u+ioo 

cp(t) = 27ri J exp(pt) cppdp. (3.19) 
u-ioo 
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It appears to be convenient to replace the variable p by -iw, 
so that integration over the complex variable w should be per­
formed in the upper half-plane: 

( ) = _ .2e +ooJ+ia exp( -iwt) [+Joo 9(V)dV] d 
c.p t Z k2 (k ) k w. . c ,w w - V 

-oo+ta -00 

(3.20) 

This expression gives a complete solution to the problem of small 
plasma oscillations generated by an initial disturbance g( v). We 
see that in general there is no definite dependence of w upon k: 
for a given k the integration is performed over all the frequencies. 
But if g(v) is not singular, the asymptote of integral (3.20) at 
large t will be determined only by the zeros of c (k, w). In fact, 
c.p(t) rv exp( -iwkt) with Wk standing for a root of the equation 
c(k, Wk) = O. Thus, when t is large, the oscillatory mode defined 
by 

(3.21) 

is deduced from the solution (3.20). Since the integration in 
(3.20) is to be performed along a horizontal line in the upper 
half-plane, one should assume w to be in the upper half-plane 
when evaluating c by means of (3.15). More definitely, one 
should assume 

1 1 P 
--- --* . --* - 7ri8(w - kv) 
w - kv w - kv + w w - kv 

when w is close to the real axis. In the above expression the 
notation P is used to denote the principal value. This rule 
of pole circumvention is usually called the Landau rule. With 
regard to this rule the dielectric permeability in (3.15) proves to 
be complex: 

c = 1 + 47re2 J Polo dv _ 47re2 7ri OlD (3.22) 
kme w - kv OV kme Ikl ov I v=w/k . 

The emergence of the imaginary part of c corresponds to the 
Landau damping, which is proportional to the derivative ol%v 
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at v = wi k. At this point the particle velocity coincides with 
the phase speed of the wave. It may be stated that the Lan­
dau damping is connected with the wave energy absorption by 
the resonant particles. If the electrons are subjected to the 
Maxwellian temperature distribution law, the dielectric perme­
ability given by (3.22) can be represented in the form 

2 
_ mewpe [ "r= ()] c-l+ k2T l+zy7rzWZ , (3.23) 

where T is temperature, wpe the Langmuir frequency, VTe = 
2Tlme the mean thermal velocity, Z = wlkvTe, and W(z) is 

efined by 

2" z 
W(z) = exp( _Z2) + Jrr! exp( _Z2 + e) d~. (3.24) 

o 

Equating (3.23) to zero, one can find the real and imaginary 
parts of the complex frequency. For small k « lid, where d 
is the Debye radius, the effective value of Z proves very large 
in comparison with unity, Z » 1, and integral (3.24) can be 
evaluated via an expansion in inverse powers of z. After some 
simple algebra we find that the expression for the real part of 
the frequency has the form 

(3.25) 

while its imaginary part, i.e., the damping decrement "1, is equal 
to 

(3.26) 

As we see, the damping decrement is exponentially small at low 
kd. 

At very large t the pole w - kv = 0 also makes a certain 
contribution to the integral (3.20). This pole corresponds to the 
free propagation of particles from the area of initial disturbance, 
so that the dependence of the potential cp upon the time may 
be rather complex. 
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3.1.4. Van Kampen waves 

Thus, the Langmuir waves generated by an initial distur­
bance must be damped in time. But this does not mean that 
undamped eigenmodes do not exist in a plasma. Indeed, let us 
return to expression (3.14) that relates the disturbance of the 
distribution function h to the potential <po According to the 
Landau rule, a small imaginary part should be added to w in 
the denominator, w -+ w + iv, so that (3.14) may be rewritten 
in the form 

P ke 8 fo. ke 8 fo h = -<PI - 27ri5(W - kv)--- <Pl· 
W - kv me 8v me 8v 

(3.27) 

The character P means that the corresponding integrals involv­
ing h should be treated at the singular points in the sense of the 
principal value. Expression (3.27) represents the disturbances of 
the distribution function caused by the potential <PI of the elec­
tric field of the wave. As is seen, the disturbance becomes larger 
as the velocity approaches the wave phase speed w/k. In a small 
neighborhood of this point the major contribution is given by 
the second term, which is connected with the imaginary part as 
v -+ 0 by the following relation: 

1m 1. 
w - kv - w 

v 
( k)2 2 = 7ri5(w - kv). w- v +v 

(3.28) 

Note that the simplest way to take account of the damping 
due to collisions is to introduce a small term -v l' into the left­
hand side of equation (3.11). This will also result in the Landau 
rule of pole circumvention and, as a consequence, in an expres­
sion identical to (3.27). This seems completely natural because 
both causes - the collisions and the finite time of evolution -
result in qualitatively similar bounds on the disturbance ampli­
tude at the resonant point. 

If (3.27) is substituted into the Poisson equation (3.12), 
the Landau dispersion equation will be obtained. In other words, 
the only disturbance of the distribution function (3.27) surviving 
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in Langmuir oscillations at large t is that created by the wave's 
potential. 

Assume now that not only a smooth disturbance g( v) is 
imposed on the plasma, but a modulated beam of particles with 
a velocity equal to the phase speed of the wave is simultaneous­
ly injected. If the intensity and phase of that beam are chosen 
properly, one may completely balance the resonant electron dis­
turbance that is described by the second term of (3.27). But in 
this case we obtain expression (3.14) without the c5-function, i.e., 
the Vlasov dispersion equation with the principal value of the in­
tegral, which describes the undamped Langmuir waves. Thus, 
the Vlasov solution also has a certain physical sense: it describes 
a wave coupled to a group of resonant particles. 

Nevertheless this solution seems rather particular since it 
corresponds to a special choice of density of the additional par­
ticles. As sho'nn by Van Kampen [41], equations (3.11)-(3.12) 
describe a much broader class of eigenmodes. In order to find 
these oscillations we have to eliminate the incorrectness which 
was admitted in the derivation of expression (3.14) for a per­
turbation of the distribution function. Naturally, if w is a real 
number, the homogeneous equation for it, (w - kv)/I = 0, has 
a non-trivial solution .M(w - kV)<PI' where ). is an arbitrary 
constant depending upon wand k. This solution of the ho­
mogeneous equation must be added on to (3.14). Assume, for 
definiteness (it is obviously not a restriction), that the integral of 
1/ (w - kv) is treated in the sense of the principal value. Then 
instead of (3.14) we must write the following relation for the 
eigenmodes: 

P ke alo 
it = k -a <PI + ).c5(w - kv) <Pl' 

W - vme v 
(3.29) 

Substituting this expression into the Poisson equation, we find 
the dispersion law: 

(3.30) 
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Since this equation contains two unknown values, wand >., it 
does not give any definite relation between wand the wavenum­
ber k. It should be treated as an equation that defines >. at a 
given w. This means that the frequency may be of an arbitrary 
value at any given k, i.e., that the spectrum of eigenvalues w 
is continuous. In other words, for any given frequency w one 
can find such a density >. of the resonant particles that the so­
lution will have the form of an undamped wave with frequency 
w. This is a Van Kampen wave. A Van Kampen wave looks 
like a modulated beam of particles propagating with a velocity 
equal to the phase velocity vp = w / k of the wave. This beam 
moves together with the polarized cloud arising as the result of 
its interaction with the plasma electrons. The perturbation it 
within this cloud is described by the first term of (3.29). 

If the perturbation wavelength is large (kd « 1) and its 
frequency w is close to the plasma frequency from (3.23), the val­
ue of >. defined by (3.30) is very small because the sum of the first 
two terms in (3.30) is close to zero. In that case we are dealing 
with a plasma wave supplied with a small quantity of resonant 
particles. So it is reasonable to refer to the solutions apprecia­
bly different from Langmuir waves as Van Kampen waves. For 
these waves the second term of (3.29) is greater or comparable 
with the first. Therefore, we may say that the eigenmodes of an 
electron plasma may be divided into two classes: Van Kampen 
waves (modulated beams) and Langmuir waves. 

Van Kampen showed that the system offunctions (3.29) is 
complete, i.e., that any initial disturbance g(v) can be represent­
ed as a sum of these functions. Hence, all the waves excited in a 
plasma may be regarded as a superposition of eigenmodes. The 
corresponding superposition coincides completely with Landau's 
solution. 

Van Kampen waves account for the Landau damping. In­
deed, let us consider a disturbance with a characteristic wave­
length much less than the Debye radius. Such a disturbance is 
a superposition of Van Kampen waves, and it is not surprising 
that it will be damped in time due to the phase divergence of 
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the oscillations involved. One may say that this damping is a 
:::onsequence of the continuity of the eigenvalue spectrum. 

The picture is a bit more complicated for Langmuir waves, 
because most of the particles move coherently within the area 
filled with oscillations. But the resonant particles are perma­
nently diverging, and their contribution to the collective motion 
is so large that they do completely "drag" the Langmuir wave 
apart into phases, i.e., the wave is damped again. It is easy to 
notice that this is again a consequence of the continuity of the 
eigenvalue spectrum. 

3.1.5. Nonlinear Landau damping 

The previous treatment of nonlinear waves was rather gen­
eral and could be applied to any continuous medium. We took 
no account of the marked characteristics of a plasma, whereas 
it appears to be a system of many identical particles. In fact, 
a plasma is a system of particles subjected to long-range forces 
and, therefore, nonlinear collective phenomena include not only 
processes of wave-wave interactions, but of wave-particle interac­
tion as well. The so-called nonlinear Landau damping [42]-[45] 
serves as the simplest, but important example of interaction of 
particles with a wave of finite amplitude. 

Let us begin with a Langmuir wave of a small, but not 
infinitesimal, amplitude. Suppose that the wavelength is suffi­
ciently large in comparison with the Debye length d, so that the 
phase velocity vp = W / k of the wave essentially exceeds the ther­
mal motion velocity. On these assumptions, one the one hand, 
we may consider the correction of the frequency to be small and 
put W = wpe; on the other hand we may assume that there are 
only few resonant particles. 

At first we shall show that a plane simple-harmonic Lang­
muir wave of finite amplitude can easily travel in a cold plasma. 
For this case the electron motion can. be described by the La-
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grange equations 

d2 e 
-d 2~(X, t) = --E(x +~, t), 

t r.ne 
(3.31) 

where ~ stands for the displacement of an electron from its equi­
librium position at x. But a displacement of an electron layer, 
say to the right, will produce an electric field E. This field will 
be determined by the excess of ions on the left of the given layer, 
l.e., E(x +~, t) = 47reno~, and equation (3.31) takes the form 

(3.32) 

with wpe being the Langmuir electron frequency. Thus, we see 
that in the one-dimensional case the electrons oscillate harmon­
ically with a finite amplitude at the frequency wpe , as long as 
the amplitude remains so small that there are no trajectory in­
tersections and multi-flow movements. 

Proceeding now to the problem of nonlinear damping, we 
may assume that the Langmuir wave in a cold plasma has a 
small, but finite amplitude, and its potential is simple-harmonic: 
!.p = !.po cos(wpet - kx). In view of thermal motion this wave can 
interact with resonant particles whose velocities are nearly equal 
to the phase velocity wpe / k of the wave. If the phase velocity is 
essentially greater than the average thermal velocity, the number 
of resonant particles is exponentially small and, therefore, one 
may expect that they will produce a negligible effect on a wave 
of finite amplitude. Thus, we can apply the perturbation theory. 
At first we shall assume the wave to be stationary and shall 
consider the behavior of resonant particles in its field, and only 
then shall we try to give an account of their backward influence 
on the wave itself. 

Thus, let us consider resonant particles in a stationary 
wave. It appears to be convenient to utilize the frame of ref­
erence moving together with the wave. When refered to these 
coordinates, the wave itself looks like a stationary disturbance 
of the electric field: !.p = !.po cos kx. Electrons immersed in such 
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1----A---1 

Fig. 3.1. Phase trajectories of electrons in a wave. 

a field may be divided into two groups: the trapped ones that 
oscillate in the vicinity of the potential maxima, and the transi­
tory ones, whose energy is high enough to fly over the potential 
humps. 

It is useful to get a view of the particle motion with the 
help of the phase plane (x, v). Figure 3.1a presents the depen­
dence of cp on x, while Fig. 3.1b shows the phase trajectories of 
the electron motion in the wave field. The electrons with small 
velocities are trapped by the wave. For instance, an electron 
trapped in the neighborhood of x = 0, is subjected to the force 

-eE = e ~: = -ecpok sin kx ~ -ecpok2x, 

and hence it oscillates with the frequency 

(3.33) 

As the amplitude of electron oscillations grows, the frequen­
cy decreases, becoming zero on the border (the dashed line in 
Fig. 3.1b) separating the trapped and the transit particles, since 
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the corresponding electrons can stay at the point A of the mini­
mum potential energy -e<p infinitely long. The average velocity 
of the transitory particles is also very small near the separatrix, 
increasing with the distance from it. 

Since the total energy of an electron is 

m (V-V)2 
e p _ e<p = const 

2 

and the difference v - vp is zero at point A, the dimension of 
the finite motion area at x = 0 is obviously equal to .6.v = 

4ve<po/me, i.e., it decreases with the amplitude essentially more 
slowly than it would in the case of a linear dependence. This 
means that even a wave of a very small amplitude can trap a lot 
of particles. 

Let us now consider the evolution of the resonant particle 
distribution function f. We may apparently neglect the small 
linear perturbations of f in the area of interaction, since the 
dimension .6.v of this area is not large. Thus, we assume that the 
initial distribution of the resonant particles coincides with the 
unperturbed one. Its dependence on v is depicted in Fig. 3.2a 
by the solid line. 

f(v) a f(v) b 

o 2~v v o 2~v v 

Fig. 3.2. Formation of small-scale oscillations (a) 
and of a "plateau" (b) on the distribution function 
profile. 
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Now let us regard the Vlasov equation 

(3.34) 

as a conservation law for some substance with density f flowing 
in the phase plane. Since the velocity v does not depend on x 
nor the acceleration on v, we apparently have 

av + ~ (~ a'P) _ 0 ax av me ax - , (3.35) 

i.e., this substance turns out to be incompressible. Therefore, 
the quantity f is constant on the stream-lines. Since we are 
aware of the function f and of the stream-lines' initial shape, 
we can easily reveal the evolution of f. 

Let us start off with the trapped particles. We hatch the 
area of small velocities where the function f is relatively large 
(Fig. 3.3a). Since the trapped particles oscillate with a frequency 
of the order of 0, the internal part of the corresponding area in 
the phase plane will rotate, so that in a half period the picture 
will be transformed into Fig. 3.3b. The particles on the sepa­
rating lines do not revolve and these lines remain unchanged, 
whereas most of the particles appear to be permutated - the 
density of the fast electrons becomes higher than the density of 
the slow ones, i.e., the sign of the derivative a f / av is reversed 
for the trapped particles. Following the process, we shall see that 
this sign reversal will occur periodically, so that the picture will 
more and more resemble small-scale oscillations with increasing 
time (see Fig. 3.3c and the dashed line in Fig. 3.2a). The transi­
tory resonant particles near the separatrix are mixed in a similar 
manner (see the dotted shading in Fig. 3.3). 

Due to the "mixing effect" the distribution f soon (in 
comparison with the average collision frequency) becomes so bro­
ken, that Coulomb collisions come to the fore. It is known that 
Coulomb collisions lead to diffusion in the velocity space, there­
fore the effective relaxation time of small-scale oscillations in the 



Cooperative Effects in Plasmas 

a 

0~~<; 

~(: 

Fig. 3.3. Motion of resonant particles in a wave 
field. 
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phase space is much less than the average collision time. Because 
of the mixing and Coulomb collisions the distribution function 
will average out in the resonance area to a smooth plateau (see 
Fig. 3.2b). But the wave damping due to collisions will be weak 
for a long time, and all this time the wave will be almost peri­
odical. 

Note that this wave corresponds to a stationary solution 
of the Vlasov equation, and that its singularity at the point 
w - kv = 0 is canceled by the emergence of a plateau on the 
distribution function profile with a/olav = 0 at the resonance 
point. This cancellation corresponds to the choice of the prin­
ciple value of the singular integral in the dispersion equation 
(3.15). 

Thus, the evolution of a wave of a finite amplitude can 
result in a stationary wave. This steady state regime occurs when 
the distribution function becomes constant (with an accepted 
accuracy) on the stream lines in the phase space. 

This steady wave can be generated from the outset. To 
do so it would have been sufficient to implement an appropriate 
correction of the distribution of the resonant particles, such that 
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it should remain unchanged with respect to the frame of reference 
moving with the wave. For instance, if the distribution function 
is constant in the domain filled with trapped particles (Le., inside 
of area encircled by the separatrix in Fig. 3.3), their movement 
does not vary it (a similar picture also holds for the transitory 
particles near the separating line). We see that the stationary 
Langmuir waves correspond to the partitions of the resonant 
particles, which rapidly evolve to a uniform distribution in the 
resonance area. These waves are called the BG K waves after 
Bernstein, Green and Kruskal [46]. If the number of resonant 
particles is increased, we shall get a wave coupled to a spatially 
modulated beam. This is the transition to the Van Kampen 
wave. In fact, the Van Kampen waves correspond to spatially 
modulated beams running through the plasma. 

On considering the motion of resonant particles, we can 
proceed with their influence on the wave. Apparently the wave 
amplitude will decrease (Fig. 3.4) during the first half of the 
resonant particle oscillation period (Fig. 3.3b), for they borrow 
energy from the wave. Then the resonant particles will lose en­
ergy and the wave amplitude will grow, and so on. In time the 
distribution function will be averaged out to a constant due to 
the resonant particle oscillations at frequencies lying in the band 
from zero to 0, the oscillations of the wave amplitude will cease 
and its amplitude will tend to a certain value <Poo as t ---t 00. 

rc/O t 

Fig. 3.4. Temporal evolution of a wave of a finite 
amplitude. 
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The fewer the number of the resonant particles, the near­
er <Poo is to <Po. If the initial amplitude <Po of the wave tends 
to zero, the period of the amplitude oscillations will grow in­
finitely (put n -+ 0 in Fig. 3.4), i.e., there are no oscillations 
in the linear approximation at all and the amplitude decreases 
monotonically. Certainly we can not regard the amplitude as 
a constant, as we did it before while considering the motion of 
trapped particles in the field of a wave of finite amplitude. More­
over, the trapped particles themselves do not oscillate - their 
initial displacement, shown in Fig. 3.3a by the dashed line, leads 
to an essential perturbation of the resonant particle density, such 
that the wave monotonically decays. One may presume that a 
weak wave appears to be overloaded with resonant particles. 

It is not difficult to evaluate the critical value of the amp­
litude corresponding to the transition from a linear wave to a 
nonlinear one. This transition obviously occurs when the wave 
energy density 

£ = E5 = k2<p~ 
871" 871" 

becomes of the order of the density of the energy absorbed by 
the resonant particles due to the averaging of the distribution 
function. The extent of the resulting plateau is about .6.v I"V 

Ve<po/me, while the shift of the energy of a resonant electron 
caused by the increase 6v of its velocity is apparently equal to 
meW 6v / k, for these electrons move at a speed nearly equal to 
the phase velocity W / k of the wave. 

On plateau formation the distribution function undergoes 
the change 

.6.f I"V .6.v dfo I 
dv v=w/k 

and hence the change of the density of the trapped particle en­
ergy is of the order of 

W (e<po) 3/2 dfo 
6£ I"V me k .6.v(.6.f .6.v) I"V me - V -d I . 

me V v=w/k 
(3.36) 
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Comparing (3.36) with the wave energy density in a plasma with 
a Maxwellian distribution of electrons, we obtain the condition 
that the Langmuir wave be linear: 

tfo « (k~)4 exp ( -2k;d') . (3.37) 

Now it is evident that if kd is extremely small, a wave of even 
a very small amplitude can not be considered linear. This is 
related to the fact that the number of resonant electrons for these 
waves is exponentially small and, therefore, the wave damping 
is negligible. On the contrary, for kd > 1 any wave may be 
regarded as linear even at moderate values of e<.po/Te. 

Our consideration of finite amplitude wave damping clari­
fies the problem of temporal reversibility. This problem may be 
posed as follows. On the one hand, the kinetic equation with a 
self-consistent field is completely reversible with respect to time: 
it is not changed by the substitution -t for t, provided the ve­
locities of all particles have been reversed. Therefore, it seems 
to describe only reversible processes. But on the other hand the 
exponential decay of linear waves in a system of charged parti­
cles apparently reveals the irreversibility: over a sufficiently large 
time the wave may be lost! This problem can be solved with the 
help of Fig. 3.3. 

If there were no collisions, the distribution function evo­
lution would be completely reversible. Namely, if the velocities 
of all the particles were reversed, the spiral in Fig. 3.3c would 
untwist. Then it would pass through the initial state and be­
gin to twist again in the opposite direction. Correspondingly, 
the amplitude <.po(t) would oscillate at first, then, at t = 0, <.po 
would reach its maximum value, and later oscillate and tend to 
the saturation value <.poo. 

A similar process would take place in the case of a wave of 
small amplitude, i.e., in the case of a large quantity of resonant 
particles. Certainly there can be no trapped particles now, for 
the wave decays in such a short time that the particles fail to 
swing from their initial positions to the turning points: by that 
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time the potential well would disappear. However, the resonant 
particles pull apart the initial components of the perturbation, 
permanently borrowing the wave energy. When the oscillations 
finally cease, their energy is transferred to the resonant parti­
cles. But this process also appears to be reversible. The medium 
stores information about the initial disturbance for a long time 
(more precisely, as long as collisions have no role), and if the par­
ticle velocities were reversed, the process would run backward. 
Certainly one can not make the particles reverse their velocities, 
but the stored information about the initial oscillations provides 
echo effects which will be considered somewhat later. 

3.1.6. Experiments on Landau damping 

In all appearance the first detailed and straightforward in­
vestigation of the Landau damping for longitudinal oscillations 
was the experiment of Malmberg, Wharton and Drummond [47]. 
In this experiment the spatial damping of the longitudinal elec­
tron wave of the form exp( -iwt + ikrx - kix), excited by high 
frequency oscillations applied to the Langmuir probe, was mea­
sured. Plasma with a density 108 -109 cm-3 and temperature 
from 5 to 20 e V was created by means of a plasmotrone. To 
register the oscillations a second Langmuir probe was used. The 
results of the measurement of the damping (the ratio of the 
imaginary part ki of the wavenumber to the real part kr ) as 
a function of the squared ratio of the phase velocity vp = w / k 

to the average thermal velocity VTe = J2Te/me are presented in 
Fig. 3.5. Since k i is proportional to the damping decrement, the 
ratio kdkr should decrease exponentially with (W/kVTe)2. Ap­
parently this dependence really exists, the experimental points 
being in good agreement with the theoretical curve. 

To check whether this damping is really connected with 
the resonant electrons, the authors of the work [47] changed the 
potential of the butt electrodes, thus "cutting the tail" of the 
Maxwell distribution, i.e., getting rid of the fastest electrons. 
Once the boundary of the cutting had reached some value V*' 



122 

0.10 

0.02 

0.01 • T = 5.9 eV 
oT=5.geV 

0.005 '------'---'---'----' 
o 5 10 15 20 

o}me 

k2Te 

B. B. Kadomtsev 

Fig. 3.5. Damping decrement dependence on the 
squared ratio of the phase velocity to the mean 
thermal velocity. 

an abrupt change of the damping was observed. The value v* 
appeared to be close to the phase velocity vp = w / k of the wave, 
giving convincing evidence for wave damping by the resonant 
electrons. 

In subsequent experiments [48]-[51] a more detailed in­
vestigation of the dispersion relation for the plasma waves was 
conducted. In Fig. 3.6 the results of Derfler and Simonen on 
the dependence of the wave frequency wand the damping (the 
imaginary part of the wavenumber ki ) upon kr are presented, 
compared with the exact dispersion relation c = 0 [see (3.15)] 
for arbitrary kd. (The plot in Fig. 3.6 should be treated rather as 
a dependence of ki and kr on w). We see that the experimental 
points are in good accord with the theoretical curves. Thus, at 
present there is reliable experimental evidence not only for the 
damping, but also for the entire dispersion relation c(w, k) = O. 
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Fig. 3.6. Dispersion curves for Langmuir waves. 

123 

Later Malmberg and Wharton [52] investigated finite amp­
litude wave damping. Their results are shown in Fig. 3.7, where 
the experimentally measured dependence of the amplitude of os­
cillations upon the distance between the probe-radiator and the 
probe-receiver is shown. 

The amplitude is presented in relative units. Curve 1 cor­
responds to the small-amplitude wave. If one does not take into 
account the range of distances less than 5 em, where the plane 
wave is not yet formed, it will be clear that the wave decays 
monotonically by an exponential law. 

As the amplitude of the wave increases, oscillations of the 
dependence of the amplitude upon the distance appear, with the 
period decreasing as the amplitude increases. The experiment 
showed that the wavenumber K of the oscillations of the amp­
litude increases as JV with a change of the potential V of the 
probe-radiator. This dependence is in close agreement with the 
theoretical prediction, according to which the frequency n of the 
oscillations and, consequently, K should increase as the square 
root of the amplitude. Thus, the Landau damping effect may be 
considered reliably proved experimentally. 
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Fig. 3.7. Dependence of oscillation amplitude up­
on the distance between the probe-radiator and the 
probe-receiver for the following values of the poten­
tial (in Volts) of the probe-radiator: 1 - 0.9; 2 -
2.85; 3 - 9. 

There is a question of whether it is possible to check ex­
perimentally that the Landau damping does not lead directly 
to the irreversibility and that in a collision less plasma a "mem­
ory" of the damped oscillations is kept. This check was really 
accomplished in experiments with echo. 

3.2. Echo in a plasma 

3.2.1. Spin echo 

At first let us recall what an echo is. The echo effect 
was discovered by Hahn [53] in experiments on nuclear magnetic 
resonance. It looks as follows. If one applies two short pulses 
separated by a time interval T with a frequency close to the 
resonant one, a new pulse corresponding to a spontaneous emis­
sion by the nuclear spins at the resonant frequency will appear a 
time T after the second pulse. This effect, called spin echo, was 
explained by Hahn himself. 

Let us consider a system of nuclear spins in a strong mag­
netic field and suppose that at the initial instant all the magnetic 
moments are directed along the field (the axis of z in Fig. 3.9). 
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A. 
Fig. 3.B. Spin echo. 

As is known, the application of a resonant high-frequency electro­
magnetic field leads to a deviation of the spins from the z axis. 
Suppose, for simplicity, that the first pulse is a 90° -pulse, i.e., 
that the amplitude of the pulse is chosen so that the spins alter 
their direction by 90° and transfer to the x axis. After the cessa­
tion of the pulse, radiation at the resonant frequency should take 
place due to the precession of the magnetic moment. But since 
the inhomogeneity of the external magnetic field is small, this 
radiation stops very soon. As the frequency of the precession 
varies slightly from point to point, the phases of the different 
spins will soon drift apart, and their mean distribution in the 
sample will become almost uniform (Fig. 3.9). 

Let us now assume that a second pulse is applied at the 
instant t = T. The picture is simplest if the second pulse has a 
twofold amplitude, i.e., if it is a 180° -pulse. In this case "the 
fan" of spins in Fig. 3.9 simply turns by 180° about the axis 
of y, which is equivalent to the reversal of the time: then all 
the spins will revolve in the plane of "the fan" in the opposite 
direction and after a time T will meet together at the x axis. 
Just at this instant the echo will be observed as strong radiation 
from the spins with the same phase. 

An echo effect with smaller amplitude is also observed in 
the case of pulses not exactly of 90 and 180 degrees. 
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Fig. 3.9. Rotation and spread of spins under the 
action of a 900 -pulse. 

It is easy to see that the echo effect is closely related to 
the existence of a continuous spectrum of the modes of oscilla­
tion. Indeed, the spreading of spins into the fan takes place just 
because the frequency of spin precession at every point of space 
has its own value w(r). The frequency w(r) is a continuous func­
tion of coordinates, and if it changes in space, the oscillations 
of spins at different points will eventually diverge in phase, so 
that a more and more jagged wave field with larger and larger 
wavenumbers will be created. Indeed, (2.65) yields 

Because of the phase divergence of the neighboring per­
turbations the macroscopic effect of radiation of waves through 
spin precession disappears. 

The application of the second pulse again leads to a second 
order response, strongly jagged in space, but developing so that 
now the second-order wavenumber decreases with time and goes 
to zero at 8t = T after the second pulse. 
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3.2.2. A simple demonstration of the echo effect 

An extremely simple demonstration of the echo effect was pro­
posed by Vedenov and Dychne. Suppose that we have two rasters 
with different periods (for example, two combs with a different 
number of teeth per unit length). Let the wavenumbers of these 
rasters, corresponding to the main harmonics, be kl and k2 • 

Then, if one casts a diffused light on them (e.g., from a window), 
the angular distribution of the modulation of the light intensi­
ty at a distance x from each raster will be evidently equal to 
exp(iky+ikBx)f(B), where k = kl or k2' and f(B) is the angu­
lar distribution of intensity of light before the raster (Fig. 3.10). 

IIJIIIIIII 

Fig. 3.10. Echo for diffused light. 

As one moves away from the raster, its shadow will be 
more and more dispersed, because the distribution of the illu­
minance, proportional to J exp (iky + ikBx) f (B) dB, approaches 
a uniform distribution due to the spreading with respect to B. 
But if the rasters are placed one after the other with a distance 
d between them so that the shadow of one raster falls on the 
other, then the distribution of the illuminance will be 

J exp {ik1y + ik1Bx ± [ik2y + ik2B(x - d)]} f(B)dB. (3.38) 
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At the distance x = k2d/(k2 - k1) from the first raster the 
exponential function under the integral becomes independent 
of (), and a moire corresponding to the difference k2 - kl of 
the wavenumbers appears on a screen. From the expression 
x = k2d/(k2 - kr) for the position of the screen it follows that 
the effect takes place only if k2 > k1. 

From the examples considered above it is clear that the 
echo effect appears when damping of linear perturbations is pro­
duced by the phase dispersal. In the case of a spin echo the 
macroscopic average effect disappears due to the accumulation 
of phase differences at different points, whereas in the case of 
rasters it is due to the spreading along the y-axis of different 
light beams. But a completely analogous effect takes place in 
the case of Landau damping: eventually the electric field of the 
wave decays due to spreading of the resonant particle beams in 
the velocity space. Thus it is natural to expect an echo type 
effect for plasma waves. But first we shall get acquainted with 
the cyclotron echo in plasma, which is more similar to the spin 
echo phenomenon. 

3.2.3. Cyclotron echo in a plasma 

Cyclotron echo in a plasma was discovered by Hill and 
Caplan [54]. The experiment was set in the following way [54]­
[56]. Two pulses of high-frequency electromagnetic waves with a 
time interval T between them were transmitted across the core 
of a decaying plasma created by a high-frequency discharge. The 
pulses were applied when there was no current in the plasma and 
it was sufficiently quiet. The plasma was placed into a magnetic 
field of about 3 kGs, and the generator frequency was close to 
the cyclotron frequency of the electrons. The amplitude of the 
pulses was sufficiently high for the electrons to acquire an energy 
considerably exceeding the thermal energy. After the transmis­
sion of the two pumping pulses a train of pulses was observed at 
the cyclotron frequency from the plasma with the time interval 
T between them (Fig. 3.11). 
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Fig. 3.11. Cyclotron echo. 

In addition to this two-pulse echo, a three-pulse echo was 
observed by the authors, when the third pulse was applied after 
a long delay T, considerably exceeding the mean collision time 
of electrons with the atoms of the neutral gas, but smaller then 
the energy relaxation time for the electrons. As is shown in 
Fig. 3.11, after that a series of pulses from the plasma was again 
observed. 

An explanation of the cyclotron echo mechanism and its 
main peculiarities was given by Gould [57] (see also [58]). In 
principle the cyclotron echo is similar to spin echo. While under 
nuclear magnetic resonance the action of a high-frequency field 
leads to deviation of the spins from the z axis, under cyclotron 
resonance an accumulation of transverse energy by the electrons 
takes place. Provided that the duration of the pulse is not too 
large, it has a sufficiently wide spectrum and we may assume that 
all the electrons (initially being cold) acquire the same energy 
even if some inhomogeneity of the magnetic field is present. Let 
the position of the electrons just after the first pulse correspond 
to the point (Vp, 0) in the space of velocities (vx, vy), i.e., a plane 
perpendicular to the magnetic field (Fig. 3.12a). In the following 
instants the electrons will orbit with the cyclotron frequency, 
and in the presence of a small inhomogeneity of the magnetic 
field they will very soon reach, on average, a homogeneous phase 
distribution throughout the sample. 

Let us consider a group A of electrons having the same 
phase ~ just before the second pulse (Fig. 3.12b). To be more 
precise, let this group consist of all the electrons with the phase 
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Fig. 3.12. Distribution of velocities of the elec­
trons. (a) - for a two-pulse echo just after the 
first pulse; (b) - before the second pulse; (c) -
just after the second pulse; (d) - at the moment 
of the first echo. 

~+21rn, where n is an integer. During the second pulse the elec­
trons acquire or lose energy in accordance with the values of their 
phases, and the action of the pulse can be taken into account by 
a mere shift of all the distribution function by the same value· vP' 
as was done for the first pulse. In this case the group A of elec­
trons that were picked out will have the velocity 2vp cos(~/2), 
as is shown in Fig. 3.12c. Since this group includes electrons 
from different points of space, the particles of this group will 
eventually diverge in the space of velocities. However, since the 
electrons are rotating with the same angular velocity as before, 
in a time T they will group together again. For example, at the 
instant 8t = T after the second pulse, i.e., just at the first echo 
signal, the particles of this group will meet together at point A 
with the phase 3~/2, and all the distributions of velocities of the 
electrons will turn into the curve shown in Fig. 3.12d. 
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This means that the electrons in the process of cyclotron 
oscillations are potentially able to create an echo effect. But in 
fact the distribution in Fig. 3.12d does not give any echo: it 
is easy to check that under this distribution the total current 
expressed through the mean values (vx ), (vy) is equal to zero. 
It is no wonder, because the system considered is linear - we 
simply summed up the effects of the two pulses. But the echo is 
substantially a nonlinear effect: the total signal is not a super­
position of the responses to each pulse, it is determined by both 
pulses in their nonlinear interplay. 

In fact, for a cyclotron echo to appear, some nonlinear 
mechanism has to come into play to violate the picture of Fig. 
3.12d and to lead to the absence of exact compensation of all 
the currents. For example, a nonlinear mechanism of this kind 
can be provided by the dependence of mass on velocity (the 
relativistic effect), by the nonlinearity of the wave and so on. 
But the most simple and natural mechanism is just a dependence 
of the collision frequency on the velocity. The collisions of the 
electrons with the atoms of a neutral gas or between themselves 
lead to the departure of some electrons from coherent motion. 
If the collision rate depends upon the velocity, the number of 
electrons departing from the curve of Fig. 3.12d will be different 
at distinct points and, consequently, a macroscopic current with 
the cyclotron frequency will appear, i.e., an echo will occur. The 
experimental data are in good agreement with this mechanism 
[59, 60]. The three-pulse echo is also explained by it. 

As was stated before, in the case of the three-pulse echo 
the electrons completely lose the mean momentum by the instant 
of the third pulse, but do not have enough time to lose their 
energy (in a process of elastic collisions with the atoms of the 
neutral gas the relaxation time for the energy is mdme times 
more than the relaxation time for the momentum). This means 
that before the third pulse the electrons of group A in Fig. 3.12 
are distributed uniformly on a sphere with radius 2vp cos(~/2) 
(Fig. 3.13a). Just after the third pulse this sphere will be found 
displaced by the value vp (Fig. 3.13b), and then the phases of 
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Fig. 3.13. Distribution of velocities of the elec­
trons. (a) - for a three-pulse echo before the third 
pulse; (b) - just after the third pulse; (c) - at 
the instant of the first echo; (d) - at the instant 
of the second echo. 

the electrons of this group will diverge. However, in a time 7 a 
grouping will take place in the space of velocities with a phase 
shift ~ from pulse to pulse (Fig. 3.13, c and d). But again some 
mechanism of dependence of the collision rate on velocity must 
be activated for the total current to be nonzero. And the effect 
itself, as it is easily seen, reaches the maximum when the collision 
rate reaches the value of about the inverse time 7-1 between the 
pulses. These conclusions are also in satisfactory agreement with 
the experimental data. 

The cyclotron echo is of great interest by itself as a new 
nonlinear effect in a plasma, but it may be also used for the 
purposes of diagnostics, for instance for investigation of the re­
laxation processes in a plasma. 
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3.2.4. Echo for plasma waves 

Let us return now to plasma waves. As was shown by Gould, 
O'Neil and Malmberg [59], the echo effect occur with these, too. 
At first let us consider the more simpler case of modulated Van 
Kampen beams, which propagate in the form of plane waves 
along the x axis. These waves can be excited in a plasma with 
the help of a grid, to which a periodic signal is applied. Let the 
frequency of this signal be considerably greater than the plasma 
frequency wPe' Then the dielectric permittivity E of the plasma 
may be considered to be equal to unity, i.e., the polarization of 
the medium by the waves may be neglected. In this case the 
perturbation of the partition function of the electrons that cross 
the grid is merely equal to 

(3.39) 

where II (v) is the perturbation of the distribution function near 
the grid. The form of the perturbation (3.39) follows from the 
fact that at a large distance from the grid, II should satisfy the 
equation of free motion of particles: 

afl afl _ 0 
at + v ax - . (3.40) 

The distribution function (3.39) may be treated as a set of mod­
ulated beams. Near the grid all these beams oscillate coherently, 
but as one moves away the phases of the beams with different 
velocities will diverge considerably, so the charge density 

(3.41) 

has to decrease rapidly as x increases (II becomes a rapidly 
oscillating function of v). This means that the oscillations of 
the electric potential should decrease rapidly as one moves away 
from the grid, and this effect is quite similar to the dephasing of 
magnetic moments before the second pulse when the magnetic 
echo is observed. 
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Assume that the second grid is placed at a distance d from 
the first grid, and that an alternating potential with frequency 
W2 > wPe is applied to it. Then Van Kampen waves, appearing 
because of the perturbation of j, will also propagate from the 
second grid. But the second grid will also modulate function 
(3.39), so a nonlinear response at the combinative frequency will 
appear: 

J,(x, v, t) = J,(v) exp [-iWl (t - ;) ± iw, (t - x: d)]. 
(3.42) 

For x = dwd W2 - WI the exponent corresponding to the fre­
quency WI - W2 becomes independent of v. 

That means that at the point 

(3.43) 

appreciable oscillations of the charge density with frequency w' = 
W2 - WI should be observed. In other words, an electric probe 
placed at this point would reveal an echo of the combinative 
frequency W2 - WI. Just this kind of response is observed in ex­
periment (Fig. 3.14). 

This conclusion also holds in the case of W rv wpe , because 
it is connected only with the behavior of the resonant particles. 
Of course the quantitative formulation of the echo effect changes 
in this case because one should take into account the distur­
bances for other electrons and, correspondingly, the expression 
for the second-order response will include c - the dielectric per­
mittivity of the plasma. One may treat the ion-sound wave echo, 
the echo for the transverse waves and so on in a similar way. In 
addition to the second-order echo, plasma echo effects of higher 
orders also exist. 

The theoretically predicted echo effect for plasma waves 
was first observed by Malmberg, Wharton, Gould and O'Neil 
[60] for electron oscillations, and then investigated theoretical­
ly and in experiments for various types of waves in a plasma 
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Fig. 3.14. Third order echo in a plasma (i.e., 
212 - h = h) [60]. 

[61]-[66]. The echo effects show that the collisionless damping 
of waves in a plasma is in essence a reversible process connected 
with the dispersal of the phases of resonant particles and with 
the corresponding decrease of their coherent contribution to the 
perturbation of the electric field. 

3.3. Scattering of waves by particles 

Considering nonlinear Landau damping, we restricted our­
selves to one harmonic wave of finite amplitude. A more com­
plicated picture appears in the case when there may be several 
waves simultaneously in the plasma. For instance, two waves 
traveling in one direction with close phase velocities may ex­
change with the trapped particles, and so a rather complicated 
indirect interaction between them will be brought about. 

But if the waves are not parallel, then this interaction will 
be absent or considerably attenuated. Of course it will also be 
very weak if both waves have large phase velocities and there 
are few trapped particles. However, in this case the interaction 
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of finite-amplitude waves through resonant particles may also 
take place, though not for the direct resonance W - k . v = 0, 
but for the combinative one. Let us explain why. As we have 
seen before, beats with combinative wavenumbers k ± k' and 
frequencies Wk ± w~ appear in the process of superposition of 
two weakly nonlinear waves due to the nonlinear terms. For 
instance, in the case of nearly coinciding wavevectors k and k', 
the wave k - k' corresponds to the moire in Fig. 2.14. Even 
if a free wave with frequency Wk ± Wk' and wavevector k - k' 
cannot propagate in the plasma, i.e., if the decay is prohibited 
by the laws of conservation of momentum and energy, the forced 
oscillations will, nevertheless, be present. These oscillations may 
also interact with the resonant particles, if the velocity of these 
particles coincides with the phase velocity of the combinative 
wave, i.e., if 

Wk - w~ - (k - k') . v = 0 (3.44) 

[to be definite we have chosen the sign to be minus, a wave with 
(-k', -w~) would correspond to a plus sign]. 

As the amplitude of forced oscillations for weakly nonlin­
ear waves is, generally speaking, small, the corresponding inter­
action of the particles with these oscillations will be analogous 
to the linear Landau damping. In other words, if the derivative 
{) f / {)v at the point of resonance is negative, the particles will 
have to take energy away from the combinative wave. But the 
amplitude of this wave is simply proportional to the product of 
the amplitudes of the initial waves ak and a~. So one can change 
the amplitude of the combinational wave only by changing the 
amplitudes of the initial waves, i.e., the numbers N k , Nk , of the 
initial waves. 

These waves, as we know, have a total energy £ = WkNk + 
wk,Nk, (the frequencies are assumed to be positive) and momen­
tum P = kNk + k' Nk,. In the process of interaction with the 
resonant particles some energy and momentum should be trans­
ferred to the particles, with the momentum being transferred 
only in the direction of propagation of the combinative wave, 
since the resonant field of the wave acts upon the particles in 
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this direction. Thus, the component of the wave momentum 
transverse to the vector k - k' should be conserved, i.e., 

(k - k') x oP = (k x k') oNk, + (k x k') ONk = O. (3.45) 

So it is evident that O(Nk + Nk,) = 0, i.e., 

Nk + Nk, = const. (3.46) 

That means that in fact we are dealing with the scattering 
of the wave by particles: as the number of waves in one direction 
increases, the number of waves in the other direction decreases 
by the same number. Since the change of energy in this case is 
equal to 

(3.47) 

it is clear that if the energy is transferred from the waves to the 
particles, i.e., if the derivative 8 f / 8v is negative for the resonant 
particles, the scattering goes in the direction of the frequency 
decrease: the number of waves with higher frequency decreases, 
and the number of waves with lower frequency increases. 

Wave-waves resonant decay (three-wave interaction) and 
their induced scattering by resonant particles constitute the two 
main mechanisms of interaction of weakly nonlinear waves in a 
plasma. 

4. Plasma in a magnetic field 

4.1. Magneto-hydrodynamics 

4.1.1. MHD equations 

The Swedish physicist H. Alfven was the first to notice 
the extremely interesting properties that a conducting gas or 
liquid exhibits in a magnetic field. These peculiarities are due to 
fact that the motion of a conducting volume induces an electric 
current that interacts with the magnetic field and affects the 
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fluid motion. The particular characteristics of the fluid are of no 
importance, it is only necessary that it should be conducting. A 
plasma surely satisfies this condition and hence in many aspects 
it behaves like a conducting liquid. In particular, H. Alfven 
himself applied his investigation to cosmic plasma. 

Thus, we shall proceed with the phenomena that can be 
described on the grounds of magneto-hydrodynamics. This ap­
proximation is based on the assumption that plasma behavior is 
similar to the behavior of an ideal gas with the equation of state 
p = 2nT, where p stands for the pressure, T for the temper­
ature (measured in energy units) and n for the electron or ion 
density (we assume the ions to be of unit charge). Since the mass 
mi of an ion essentially exceeds the electron mass me, the mass 
density p of the plasma is approximately equal to min. Let B 
be the magnetic field and j - the electric current density. 

On account of the Ampere force the equation of the fluid 
motion takes the form 

dv T"7 1. B min-d + v p = - J x . 
t c 

(4.1) 

To this dynamical equation we must add, in the first place, the 
continuity and Maxwell equations. Since the displacement cur­
rent is negligible as long as we consider slow plasma motion, 
i.e., as long as the fluid velocity is small in comparison with the 
velocity of light, we shall add the following: 

an 
(4.2) - + \7. nv 0, 

at 

\7xB 
47r . 

(4.3) -J, 
c 

\7·B 0, (4.4) 

\7xE 
laB 

(4.5) -~ at· 

In accordance with Ohm's law the current density j in a con­
ducting medium is equal to aE*, where E* is the electric field 
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refered to the frame that is moving with the liquid volume. On 
the condition that v « c this field is given by 

1 
E* = E + - (v x B). 

c 

Expressing E in (4.5) in terms of E* and putting 

j c 
E* = - = -- \7 x B, 

eJ 41[eJ 

we transform (4.5) into 

oB c2 

ot = \7 x (v x B) + 41[eJ~B. (4.6) 

Equations (4.1)-(4.4) and (4.6) are important in magneto­
hydrodynamics. Note that we have neglected the viscosity in this 
approximation. As for the temperature T, its evolution can be 
revealed with the help of the adiabatic condition T f'.J n'Y-1 with 
'Y being the adiabatic coefficient. But if the space scale of plasma 
disturbances is small, the isothermal approximation T = const 
will be more accurate, since the electron thermal conductivity is 
high. 

The hydromagnetic equations describe large-scale plasma 
motion rather well, when the difference in motion of different 
particles is not important. In particular, these equations may be 
successfully applied to the investigation of plasma equilibrium 
in a magnetic field when the anisotropy is inessential, i.e., when 
the distribution of particle velocities is nearly Maxwellian. 

Let us examine equation (4.6) more thoroughly and try 
to reveal its physical meaning. Note that the last term on the 
right-hand side describes the diffusion of the magnetic field inho­
mogeneities in a conductive medium caused by imperfect conduc­
tivity. The quantity Dm = c2 /41[eJ may be called the diffusion 
coefficient of the magnetic field. If the conductivity is sufficient­
ly high, the field diffusion may be neglected and we have ideal 
hydrodynamics without dissipation. Equation (4.6) then takes 
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s 

Fig. 4.1. Motion of a contour in a plasma. 

the form 
DB at = \7 x (v x B). (4.7) 

In this limit equation (4.7) ensures that the magnetic lines are 
loaded with the mass of the plasma, or, so to speak, are frozen to 
the conductive medium. To verify the statement, let us consider 
an arbitrary closed curve L moving with the plasma. Since 
\7 . B = 0, the magnetic lines cannot begin or end at any point 
in the interior of the plasma, and we can unambiguously define 
the magnetic flux 1> = Is B . dS through a surface embraced by 
the contour L: 1> apparently will not depend on the shape of 
this surface and will be determined only by the contour itself. 
Now let us evaluate the change il1> of the flux in the time ilt: 

il1> = { B'· dS - ( B· dS. 
lSI ls (4.8) 

Here B' = B(t + ilt, r) is the magnetic field at the instant 
t+ilt, 8 is the initial and 8' is the shifted surface (see Fig. 4.1), 
while dS is an infinitesimal area, regarded as a vector directed 
perpendicularly to the surface. Figure 4.1 shows that we may 
treat the surface 8' as if it consisted of two parts: of the initial 
surface 8 and of a narrow band il8 of width vilt, connecting 
the contours Land L' and being glued to the boundary of 8. 
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Therefore, we can represent the first term on the right-hand side 
of (4.8) as the sum of integrals over Sand l:1S. The first of 
them can be added to the second integral in (4.8), and the sum 
appears to be equal to 

l:1t r 8B . dS 
1s 8t 

up to terms of the second power in l:1t. As for the integral over 
l:1S, it can be evaluated as a certain contour integral taken along 
L, since an infinitesimal element of area of the band l:1S is 
apparently equal to dS = -dl x v. With the foregoing notation 
we have: 

l:1ip = l:1t Is ~~ . dS - l:1t i (v x B) . dl. 

But the last integral is equal to Is \7 x (v x B) . dS due to 
the well-known formula of vector calculus. In view of equation 
(4.6) for B we obtain dip/dt = 0 in the limit l:1t -t 0, i.e., 
that ip = const. Since this statement is valid for any contour L 
moving with the fluid, we have proved that the magnetic lines 
are frozen to a perfectly conducting liquid. This phenomenon 
essentially simplifies the analysis of the magnetic field behavior 
in an ideal plasma. 

4.1.2. Plasma equilibrium 

A plasma can easily be set into motion and in fact rarely 
appears to be in a steady state. Nevertheless it is worthwhile to 
start off with the investigation of a steady state since things are 
simpler. Certainly we can imagine that a uniform plasma fills 
all space and is in thermal equilibrium. This extremely idealized 
picture is frequently used for a theoretical treatment of plasma 
oscillations. But we are aware that in a laboratory a plasma is 
always inhomogeneous and that the confinement of such plasma 
requires the use of some forces. These forces may be either due 
to a magnetic field in the case of a completely ionized plasma, or 
to the friction caused by a neutral gas, if the ionization is weak. 
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We shall start off with a completely ionized plasma. To 
simplify things, we shall regard the plasma as an ideal gas with 
the equation of state p = 2nT, and shall consider it to be a 
perfect electric conductor. Under the additional assumption of 
a vanishing viscosity such a plasma is called ideal. 

It follows from (4.1) that an ideal plasma can be in a 
steady state only if the pressure gradient is balanc~d by the 
Ampere force: 

\lp= ~j x B. (4.9) 
c 

Here j is the electric current density and B is the magnetic field. 
Under the condition of perfect conductivity there are no 

restrictions imposed on the current density j with the only ex­
ception being the continuity relation: 

\I. j = o. (4.10) 

The magnetic field B is related to j by the Maxwell equation 
(4.3) and is also divergence-free due to (4.4). Equation (4.9) 
obviously implies 

B . \lp = 0, j. \lp = O. (4.11) 

These relations may be regarded as the condition that the pres­
sure is to be constant both on the magnetic field lines and on 
the current stream lines: there are no forces in these directions 
and the plasma can move freely along Band j. But since \lp 
is directed perpendicularly to the surfaces p = const, relations 
(4.5) imply that the magnetic and the current lines must lie on 
surfaces of constant pressure. 

In particular, if we wish to separate the plasma from the 
walls with the aid of a magnetic field (this problem has emerged 
in connection with attempts to provide a controlled nuclear fu­
sion process), we should form closed surfaces of constant pressure 
and place them one inside another in such a way that the pres­
sure be zero on the plasma boundaries and reach its maximum 
value within the plasma volume. 
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One can fill these surfaces with field and current lines in 
such a way that there are no singularities (corresponding, for 
instance, to a conductor carrying an electric current, piercing 
through the surface of constant pressure) only when these sur­
faces are torus-like. Thus, we are faced with the problem of 
plasma equilibrium in a torus. This problem will be considered 
somewhat later. 

With the aid of (4.3) we may express j in terms of Band 
rewrite the equilibrium equation (4.9) as follows: 

B2 1 
V'p + V' 811" = 411" (B . V') B. (4.12) 

The second term on the left-hand side of this equation can be 
interpreted as the field pressure gradient. 

The equilibrium equation can be written in a more useful 
form with the help of the normalized vector h = B / B, pointing 
in the direction of the magnetic field: 

(4.13) 

Here V' ..1 = V' - h (h· V') is the transverse gradient component, n 
is the unit vector of the normal direction to the field line and R 
is its inverted curvature. Equations (4.13) shows that because 
of the field lines tension the magnetic field exerts a pressure 
B 2 /811" on the plasma in the transverse direction and applies an 
additional force in the direction, normal to the magnetic lines. 

Now let us consider some particular steady state configu­
rations. 

1. A cylindrically-symmetric column. Let us begin with 
the simplest case of plasma equilibrium when there is a cylindric 
symmetry. In fact, such configurations can be of large but finite 
dimensions and may result from plasma compression that can be 
caused either by a longitudinal magnetic field (the so-called ()­
pinch) or by the field of an electric current, running through the 
plasma (z -pinch). To simplify computations, we shall consider 
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the plasma to be like a uniform cord of infinite length, i.e., shall 
neglect the edge effects. 

In the cylindrical coordinates r, (), z with z being directed 
along the cord's axis, the equilibrium equation takes the form 

dp +.!!:.- B; + B(J .!!:.-rB(J = o. (4.14) 
dr dr 87r r dr 47r 

Since there is only one equation and three unknown functions 
p,Bz, B(J, there must be plenty of solutions corresponding to 
stationary configurations. 

2. () -pinch. At first let us examine the case when there is 
no longitudinal current jz and, consequently, B(J = O. In these 
circumstances the plasma is confined by the azimuthal part j(J of 
the current and that is why the configuration is called a () -pinch. 
In view of (4.14) we have 

B2 
P + 8; = const, (4.15) 

i.e., the plasma pressure is balanced by the magnetic pressure. 
This equation shows that the plasma appears to be diamagnetic: 
it widens the magnetic lines out and decreases the field. If Bo 
is the field outside the plasma and p = B5/87r, there will be no 
field within the plasma and it will be confined only by the current 
running over its surface. In the opposite low-pressure case, p « 
B2/87r and the perturbation bB of the magnetic field inside the 
plasma is small and is apparently given by bB = -f3BI2, with 
f3 = 87rp I B2. On the assumption that B ~ const and that the 
plasma pressure is constant within the cord and vanishes rapidly 
on its surface, we can integrate the equilibrium equation 

dpldr = -(lie) j(JBz 

and formulate the equilibrium condition in the form 

(4.16) 

with js being the surface current density. Equation (4.16) states 
that the plasma pressure is balanced by the Ampere force applied 
to the cord boundary. 
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3. z -pinch. The other particular case Bz = 0 corre­
sponds to the ordinary pinch effect, i.e., to the compression of a 
plasma by the magnetic field of the electric current flowing along 
the plasma cord. The current density may be expressed in terms 
of Be: 

jz = ~dd (rBe). 
47rr r 

Multiplying the equilibrium equation by r2dr and inte-
grating from r = 0 till r = 00, we obtain 

100 dp 2 1 2 2 100 

-r dr = --(r Be) 
o dr 87r 0 

( 4.17) 

With the notation [ for the total current flowing along the plas­
ma cord, we have r Be = 2[/ c as r -+ 00; therefore the right­
hand side of (4.17) is equal to [2 /27rc2 . On the other hand, par­
tial integration of the left-hand side results in f 2pr dr. Thus, we 
obtain the integral equilibrium relation 

(4.18) 

with N = f 27rrn dr standing for the number of electrons per 
segment of the cord of unit length, and T = (Ti + Te)/2 for the 
mean temperature. Relation (4.18) is usually called the Bennet 
relation. 

If there is a longitudinal magnetic field, relation (4.18) 
must be supplied with an additional term to account for the 
difference between the pressure inside and outside the cord. In 
particular, if the plasma pressure is small, the compression of the 
plasma by the magnetic field of its own current can be balanced 
by an increase of the field inside the cord. In these circumstances 
the plasma turns out to be paramagnetic. 

4. Force-free configurations. In a conducting plasma when 
the plasma pressure is small in comparison with the magnetic 
field pressure, certain equilibrium configurations with no pres­
sure may exist. It follows from the force balance equation (4.9) 
that in these circumstances the electric current must run along 
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the magnetic lines. The magnetic configurations with \1p = 0 
are called pressureless or force-free equilibria. In a laboratory 
they can occur when the energy losses are high and the plasma 
is not heated. Force-free configurations often arise on the Sun 
when the magnetic fields that have been generated inside of the 
Sun come to the surface. 

Force-free configurations are simplest in the case of cylin­
drical symmetry. Since we still have one equation in two un­
known functions B(}(r), Bz(r), there are still plenty configura­
tions available. 

We shall consider only one example that is interesting be­
cause of its relation to experiments on high-current discharges 
being stabilized by a moderate longitudinal magnetic field. The 
plasma pressure in these circumstances is not large due to differ­
ent anomalous losses (high thermal conductivity and diffusion), 
so the field configuration is almost pressureless. It turns out that 
in toroidal experiments it is not only strainless, but satisfies the 
additional condition that the magnetic field is proportional to 
the current, i.e., 

\1 x B = J.lB, J.l = const. (4.19) 

With the notation Jo, J1 for the Bessel functions a general solu­
tion to these equation may be presented in the form 

( 4.20) 

Let a be the plasma column radius. We see from (4.20) that the 
longitudinal magnetic field flux shrinks towards the axis as J.la 
increases, i.e., we are faced with a "paramagnetic effect." When 
J.la reaches the first zero aD ~ 2.4 of the Bessel function Jo, the 
field component Bz becomes zero on the column boundary, and 
appears to be negative for J.la > aD. 

For the following we shall use the integral parameter e = 
27r I a/ c~ with I standing for the total current and ~ for the 
magnetic flux. It can be shown that e "-' J.la/2. In experiments 
a discharge is usually performed inside a casing with perfectly 
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conducting walls, so that <I> = 7ra2 Bo where Bo is the initial 
longitudinal magnetic field. 

Thus, the force-free Bessel-function model predicts that 
the longitudinal field has to reverse its sign on the plasma bound­
ary when e passes over ao/2. This phenomenon ha.s been ob­
served experimentally (see Fig. 4.2). The critical value of e cor­
responding to the sign reversal is also in good agreement with 
experiment: the experimental value is e ~ 1.4 while the theo­
retical is e ~ 1.2. 

Fig. 4.2. Magnetic field components inside a dif­
fusive pinch. 

The reason why only special force-free configurations of 
the form (4.19) arise in experiments was clarified by J. Taylor 
[67]. Following his arguments based on experiments, we shall 
assume that a diffusion pinch is always accompanied by strong 
hydromagnetic turbulence. The turbulent processes can transfer 
the plasma and the magnetic energy into a thermal form, which 
will be lost later due to different leakages. 

Note that a plasma in such a column is usually a well­
conducting one, therefore there are some constraints imposed on 
its motion. If the conductivity is perfect, the variations of the 
magnetic field must meet the restrictions (4.7). Correspondingly, 
we have for the vector potential A, defined by the relation B = 
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\7 x A, the identity 

aA 
at = v x B + V'x, (4.21 ) 

where X stands for an arbitrary scalar function. 
With the aid of (4.7) and (4.21) it may easily be verified 

t.hat the integral J(A . B)dr taken over any volume embraced 
with magnetic lines does not depend on the time, i.e., represents 
an integral of motion. 

If the conductivity is imperfect, this statement will not be 
totally valid, since the magnetic field lines will be able to inter­
connect. But if the conductivity is sufficiently high, the magnetic 
field will be disturbed slightly and the integral Ko = J(B· A) dr 
over the whole plasma volume will be nearly conserved, since 
reconnection of the field lines leads to redistribution of different 
magnetic tubes, but does not change their net contribution to 
the integral Ko. 

Now we are in a position to look for a magnetic field of 
minimal energy that satisfies the constraint Ko = const. The 
solution to the corresponding variational problem is provided by 
the formulae (4.19). In summary, we may say that the observed 
force-free equilibrium in a diffusive pinch is related to the small­
scale hydromagnetic turbulence that makes the magnetic field 
energy dissipate with Ko being kept fixed. 

4.2. Two-fluid magneto-hydrodynamics 

4.2.1. Basic equations 

The previous treatment was based on the assumption that 
the plasma was at rest, i.e., that its average velocity v was zero. 
This velocity was implicitly identified with the velocity of all 
plasma components, i.e., with the velocities Vi and Ve of the 
ions and of the electrons. But if there is an electric current in a 
plasma, these two velocities will be different since j = en( Vi -

V e ) =1= o. 



Cooperative Effects in Plasmas 149 

To estimate the electron velocity Ve let us assume, in the 
first instance, that there is no longitudinal current. Then the 
equilibrium equation (4.9) enables us to evaluate the current 
density: 

j.l = CB2 B x V'p. 
en 

(4.22) 

So if the ion velocity is zero, the electron velocity due to the 
pressure gradient (this velocity will henceforth be refered to as 
the drift velocity) is given by 

C 
Ve.l = --B2 B x V'p. 

en 
(4.23) 

Thus, we have the following estimate of the drift velocity: V.l rv 

cT / eB a rv VTi pi! a. Here VTi = JT / mi stands for the average 
thermal velocity of the ions, Pi = VTi!fJi - VTi mic/ eB for their 
gyroradius, fJ i = eB/mic for the ion cyclotron frequency and a 
for the plasma spatial scale. The gyroradius Pi and, correspond­
ingly, the drift velocity V.l are very small in a strong magnetic 
field. 

But this estimate is not very helpful in our analysis of the 
implicit assumptions that were made in the previous Sections. 
In fact, the drift velocity has not been involved in the consider­
ation and, therefore, we are not aware of the physical meaning 
of the approximation used and of the effects that may have been 
lost. In order to clarify this problem we have to change the 
viewpoint and to regard the steady state of a plasma as a sta­
tionary flow. Thus, we find ourselves in a position to incorporate 
the macroscopic (hydrodynamical) velocities of the electrons and 
ions into the basic equations. If we retrieve the assumption that 
the electrons and the ions behave from the standpoint of kine­
matics as two independent fluids, we shall accept the so-called 
two-fluid hydro dynamical approximation. The grounds for this 
approximation were long ago pointed out by Landau [68] and are 
provided by the essential difference of time scales relating to the 
rate at which the Maxwellian distribution is achieved inside each 
plasma component (electron and ion) and the rate at which heat 
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is transferred from one component to the other [69]. In view of 
the friction between the ions and electrons we shall accept the 
equations of the two-fluid hydrodynamics in the following form: 

en men 
+enE + -Vi X B + -(ve - Vi), (4.24) 

C Te 
en men 

-enE - -Ve x B - -(ve - Vi). (4.25) 
C Te 

Here mi, me are the masses of the ions and electrons, Vi, Ve are 
their velocities, Pi = nIi, Pe = nTe and Ii, Te are their pressures 
and temperatures, while E and B are the electric and magnetic 
fields and Te is the mean-free time between collisions of the elec­
trons with the ions. We also assume as before that the electron 
and ion densities are equal (the quasi-neutrality condition). 

Note that the derivatives dv/dt = 8v/8t+vVv, following 
the motion of the fluid, are involved in both equations (4.24) 
and (4.25). But since the electron mass is very small and can 
be neglected in many circumstances, we shall omit the electron 
inertial term in the second equation to simplify things. 

Summing up equations (4.24)-(4.25) and neglecting the 
electron inertia, we obtain the equation 

dv t"'7 1. B 
min dt + v P = ~ J x (4.26) 

of the one-fluid hydrodynamics with P = Pe + Pi, j = en( Vi - v e) 
and V being equal to the ion velocity. 

Under this approximation equation (4.25) may be rewrit­
ten in the form 

en 1 . enj 
VPe = -enE - - V x B + - J x B - -

c c a 
(4.27) 

with a = e2nTe/me standing for the conductivity. This equation 
relates the current to the electric field and can be regarded as 
a generalization of Ohm's law. One may say that the two-fluid 
plasma origin results in additional terms in Ohm's law (4.27). 
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The equations of motion (4.26)-(4.27) are to be joined 
with Maxwell's equations 

VxB 411". 
(4.28) -J, 

c 

VxE 
laB 

(4.29) 
-~ at' 

V·B 0 (4.30) 

(we neglected the displacement current) and with the continuity 
equation 

an 
at + v . nv = O. (4.31) 

Moreover, one should add the heat balance equations, governing 
the evolution of Ti and Te. But on short time scales when the 
heat transfer is not of vital importance, one may assume that Ti 
and Te are subject to an adiabatic law. 

Let us suppose that a plasma moves at a velocity that 
exceeds essentially the drift velocity V.l rv cT leBa. Then the 
terms Vpe and (lie) (j x B) in equation (4.27) will be negligible 
in comparison with the second term on the right-hand side and 
hence there must be a strong electric field E. Thus, we can 
omit the second and the third terms on the right-hand side and 
treat such processes with the ordinary Ohm's law of one-fluid 
magneto-hydrodynamics. Therefore, rapid motion of a plasma 
is governed by one-fluid hydrodynamics. But what about the 
equilibrium? Note that according to the one-fluid model the 
ions will be at rest. 

In order to answer this question let us try to balance the 
contributions of the electrons against the ions in the one-fluid 
model. It follows from (4.26) that the inertial term mindv I dt 
becomes dominant only if the ion velocity is of the same order 
of magnitude as the sound velocity. If the plasma velocity v 
is small, say of the order of the drift velocity, this term can be 
neglected and we return to the problem of the plasma equilib­
rium. One may also imagine particular stationary flows, such 
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that the plasma slides along the magnetic surfaces and the mag­
netic field itself is frozen to the plasma and does not change. 
Varying the longitudinal part of the flow velocity (i.e., the com­
ponent directed along the magnetic field), one can make the flow 
is divergence-free. For instance, we may put v = j/en since this 
vector lies on the magnetic surface and \7. nv = O. But this 
example relates to the case when the current is transported only 
by the ions while all electrons are motionless. 

In a more general case there is an essential freedom to re­
arrange the ion and electron contributions to the electric current. 
Therefore, the one-fluid stationary hydromagnetic configurations 
form a wide class of steady plasma flows corresponding to slow 
sliding of the ion and electron components along the magnetic 
surfaces. 

4.2.2. The Hall effect 

The previous consideration seems convincing, but never­
theless the following question may be posed. As we have found, 
one-fluid magneto-hydrodynamics and the condition that the 
magnetic field is frozen to the plasma are valid only as long 
as the velocities are large in comparison with the drift velocity. 
But we applied this approximation to the cases when the flow 
velocity was small. Was it correct and under what conditions is 
it correct? In order to answer this question we have to take the 
two-fluid plasma nature into account. Assuming the conductiv­
ity to be large, let us rewrite Ohm's law in the form 

\7Pe = -enE - en (v x B) + ~ (j x B). (4.32) 
c c 

The last term on the right-hand side may be called the Hall 
term since it results in the well known Hall effect in metals and 
semiconductors. In summary, we may say that the generalized 
Ohm's law takes the electron pressure gradient and Hall effect 
into account. 

Now let us consider the particular case when the electron 
temperature Te is constant throughout the whole space. Re-
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trieving the electron velocity V e , we may write the equation 
(4.32) in the form 

E = -~ (ve x B) - \7 (~e lOgn) . (4.33) 

Inserting this expression for the electric field into the Maxwell 
equation (4.29) and recalling that the curl of a potential vector 
field vanishes, we obtain 

aB at = \7 x (Ve x B). (4.34) 

This relation also proves to be valid in the case when Te is not a 
constant but depends on the density, for instance, when Te and 
n are constant on magnetic surfaces but change across them. 

As we have already stated, equation (4.34) means that the 
magnetic lines are frozen to the fluid moving at the speed V e , i.e., 
to the electrons in this particular case. Thus, one may expect 
that one-fluid hydrodynamics will considerably diverge from two­
fluid only when the difference of Ve and Vi is sufficiently high. 

This statement can be applied to a particular case. Sup­
pose that we treat a typical steady state in the framework of 
magneto-hydrodynamics, when the pressure p and the temper­
atures Ti and Te (because of high thermal conductivity along 
the magnetic field) are constant on magnetic surfaces. Since the 
electric current is flowing along the magnetic surfaces, we need 
not bother which plasma component - the electron or the ion -
is frozen to the magnetic field: the magnetic surfaces will not be 
changed in any way. Therefore, the one-fluid approximation is 
still valid. 

If there is no exact equilibrium, we shall find ourselves in 
a different position. Even if there are magnetic surfaces and the 
electrons appear to be confined to them (because of the magnetic 
fluxes that are to be frozen to the electrons), the condition that 
the equilibrium is not complete results in transverse ions flows 
with velocities of the order of the drift velocity. We shall consider 
a few cases of such flows by way of example. 
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To proceed with steady states in two-fluid hydrodynamics, 
let us begin with the investigation of electron flows loaded with 
a magnetic field under the condition that the ions are motion­
less. We shall take the particular case of an electric current in 
a rigid corrugated metal conductor [70]. The last problem may 
also be related to the example of an inhomogeneous pinch in a 
rarefied plasma. Indeed, if the density is low, the electron ve­
locity v = - j I en due to the current may essentially exceed the 

sound velocity Cs = JTlmi. Namely, the Bennet relation (4.18) 

implies that vlcs rv D:;1/2, with Di = Nmic2le2. Therefore, if 
Di « 1, we have v ~ Cs and may regard the electron flow on 
short time scales (more precisely, as long as the plasma column 
remains undisturbed by the ions moving with the sound veloc­
ity) as if the ion density (and hence the electron density) were 
constant. One may also note that since v is of the order of the 
drift velocity cspi/a, the condition v ~ Cs implies Pi ~ a, i.e., 
that the magnetic field appears to be too weak to affect the ions. 

Thus, take a corrugated conductor and suppose that the 
charge density n(r, z) is a periodic function of z. The problem 
is to describe stationary electron flows under the condition that 
the density n(r, z) is kept fixed. 

For the sake of simplicity we assume the conductivity to be 
infinitely large and the temperature T to be constant throughout 
the conductor. Thus, we need only to reveal the influence of the 
Hall effect on the electron velocity. 

On the condition that there is axial symmetry, i.e., that 
all the quantities depend only upon the two variables r, z in 
cylindrical coordinates, the law 

r7' 1 a. a. 0 
v . J = --a rJr + -a Jz = r z z 

(4.35) 

of current conservation implies that the radial and longitudinal 
parts jT! jz of the current density may be expressed in terms of 
an arbitrary scalar function l(r, z): 

. 1 al . 1 al (4 36) 
Jr = - 27rr az' Jz = 27rr ar· . 
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In view of the expression for jz we have 

J = for 27r}z r' dr', 
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(4.37) 

i.e., that J(r, z) coincides with the total current through the 
circular area of the radius r of the conductor cross-section at 
the level z. 

N ow recall that the magnetic field is frozen to the elec­
trons. Since Ez = Er = 0, we need to consider only the {}­
component of equation (4.34), which in the stationary case takes 
the form 

(4.38) 

Substituting v for - j / en and expressing j in terms of J with 
the help of (4.36), we obtain 

o ( J OJ) 0 ( J OJ) _ 0 
or nr2 OZ - OZ nr2 or - (4.39) 

given that Eo = 2J / cr due to the axial symmetry. Carrying out 
the differentiation we find that 

oJ 0 2 oJ 0 2 
--nr - --nr = O. 
8z 8r 8r 8z 

( 4.40) 

Thus, the function J must depend only on nr2. In other words, 
the condition that the magnetic field is to be frozen to the elec­
trons imposes significant constraints upon the electron flow. For 
instance, in the case of a uniform conductor with n = const the 
current stream-lines appear to be straight. In particular, there 
must be no current in convexities (in the "shadow zones") of a 
corrugated cord; the current is nonzero only in the central part 
of the conductor which electrons can "look through" [70]. 

4.2.3. Plasma equilibrium in a tilted magnetic field 

Let us now take the more important case of a strong mag­
netic field when the average gyroradius is small in comparison 
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Fig. 4.3. Plasma rotation in a tilted magnetic field. 

with the plasma column cross dimensions. Although the drift ve­
locity also appears to be small, under certain circumstances we 
have to take it into account. Suppose, for instance, that a hydro­
magnetic system is very near equilibrium, so that the Ampere 
force is nearly balanced by the pressure gradient. Thus, the plas­
ma will expand slowly due to the this imperfect balance, and if 
the transverse part of the velocity of expansion flow is compa­
rable to the drift velocity, the one-fluid magneto-hydrodynamics 
and the simplified Ohm's law become invalid and we must take 
account of the Hall effect. 

A plasma column of very low pressure ((3 = 8np/ B2 « 1) 
in a tilted magnetic field (see Fig. 4.3a) may serve as a good 
example. Assuming the column to be infinitely long, we repre­
sent the magnetic field as B = Bo + B', with Bo being directed 
along the axis and B' standing for a small transverse component. 
When B' « Bo the plasma is nearly at rest, but, nevertheless, 
not totally in a steady state. Therefore, in the one-fluid ap­
proximation the plasma will expand along the magnetic lines at 
the speed Cs of sound and an observer will see that the column 
widens in the direction of B' at the speed V.l t"V (B' / Bo)cs . If 
this velocity becomes less or of the order of the drift velocity, 
i.e., if 

B' Pi -<­Bo - a' 
( 4.41) 

we should use two-fluid hydrodynamics. Suppose B' to be not 
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too small, so that 

( 4.42) 

Then the electron leakage velocity (B' / Bo)JTe/me essentially 
exceeds the drift velocity. Therefore, we may regard the electrons 
as being subjected to the equilibrium distribution law along the 
magnetic lines. Correspondingly, we may neglect the inertial 
term in the equations of motion and rewrite them in the form 
(4.33). Multiplying (4.33) by B, we obtain 

B· E = -B· V (~e 10gn) . ( 4.43) 

But a stationary electric field is always a potential one: E = 
- V cpo Therefore, we may integrate equation (4.43) along each 
line of force. This results in 

Te 
cP = - log n + CPo 

e 
( 4.44) 

with CPo standing for a certain constant that may depend upon 
the magnetic line. In our case the column is uniform with respect 
to Z, thus CPo can depend only on y (see Fig. 4.3b, presenting 
a view from above; the Z axis is directed along the column, the 
x axis - along the transverse component B' of the magnetic 
field, while the y axis is normal to the magnetic surfaces y = 
const that contain the field lines). For a stationary cylindrically­
symmetric configuration CPo is apparently equal to zero. 

Thus, the electric field is given by 

( 4.45) 

Insert this expression into the equation 

dv en 
m·n- + VnT = enE+ - (v x B) 

t dt t c ( 4.46) 
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of the ions motion and neglect the inertia term. Taking the 
vector product of (4.46) with h = BIB and introducing the 
notation p = n(Te + Ti ) for the total pressure, we obtain 

C 
V.l = -B h x \lp. 

en 
(4.4 7) 

Thus, in a stationary state the plasma column revolves at 
a velocity determined by formula (4.47), whereas the azimuthal 
part of the electron velocity appears to be zero since the electrons 
are "glued" to the magnetic lines. 

The plasma rotation prevents its expansion along the field 
lines. Indeed, the longitudinal component of the pressure gradi­
ent tries to shift the ions at the top of Fig. 4.3a to the right, but 
the rotation brings them to the bottom of the picture, where 
they are subjected to a force that pushes them to the left. If 
the rotation is fast, i.e., if cspd a » csB' lBo, the shift at the 
top is balanced against the shift at the bottom and there is no 
net displacement. In summary, we may say that due to the Hall 
effect a stationary flow develops instead of an equilibrium state. 
But this flow appears to be unstable. 

The above investigation is valid only under the condition 
that the pressure is very low, i.e., if j3 « 1, or, more precise­
ly, if the plasma kinetic energy miv2n/2 due to the rotation is 
far less than the energy B2/87r of the transverse magnetic field: 
87rp I B,2 « a2 I p;' In the opposite limit B,2 « 87rpp7! a2 the 
transverse field fails to provide a velocity of the order of the 
drift velocity and we may regard the ions as motionless. Let us 
consider the process from the very beginning. Since the mag­
netic field is frozen to the electrons, the field lines will revolve 
together with the electron component of the plasma (see Fig. 
4.4a, b, where we have neglected the dependence of the angu­
lar velocity of the electrons upon the distance from the axis to 
simplify things). On performing the first half of the revolution, 
the rotating field will be torn from the external one. Thus, the 
transverse magnetic field may be represented as if produced by 
the superposition of a dipole-like plasma field on the constant 
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a 

Fig. 4.4. Plasma rotation in a 8-pinch due to 
the Hall effect in the presence of a weak transverse 
magnetic field. 
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external field that does not penetrate into the column (see Fig. 
4.4c). Since the magnetic lines of the plasma field were glued 
to the external lines during the initial revolution, the plasma 
gets a portion of the angular momentum and starts rotating at 
a certain circular velocity v(}. On balancing the kinetic energy 
of rotation against the magnetic energy, we obtain the following 
estimate: V(} ~ B' (47rmin) -1/2. 

This model of plasma rotation due to an external mag­
netic field was first considered by Hains [71, 72] and then by 
Thonemann and Kolb [73] in connection with experiments on 
O-pinches. The centrifugal instability of the plasma column re­
vealed itself in such experiments, and indicated clearly that the 
column had been rotating. 

4.3. Plasma diffusion 

4.3.1. Plasma in a strong magnetic field 

Our investigation, so far, was conducted under the as­
sumption that the conductivity a was infinitely high. All the 
steady states that were previously described were obtained in 
the framework of this approximation. But if the conductivity is 
imperfect, a plasma will slowly diffuse transversely to the mag­
netic field. To verify the statement, let us consider a particular 
case of a low-pressure ((3 « 1) plasma column in a magnetic 
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field. Neglecting weak diamagnetic effects, we shall assume the 
field to be uniform. Then by virtue of the azimuthal component 
of the generalized Ohm's law (4.27) we obtain 

( 4.48) 

Here we expressed jo in terms of dp/dr with the aid of the 
equilibrium equation. If the magnetic field does not change with 
time, Eo will vanish and according to (4.48) the radial part of the 
velocity will correspond to the plasma expansion. If T = const, 
the velocity Vr is proportional to the pressure gradient and the 
plasma expansion is of a diffusion type with the transverse dif­
fusion coefficient being equal to 

( 4.49) 

where (3 = 8np / B2, r2e = eB / meC is the electron cyclotron 
frequency, 'Te is the mean-free time between the electron-ion col­
lisions, (J = e2n'Te/me is the conductivity and p~ = 2T /mer2~ is 
the squared electron gyroradius. Expression (4.49) for the dif­
fusion coefficient has a simple physical meaning: it states that 
on the average an electron covers a distance of the order of the 
gyroradius between collisions. 

If (3 is not small, the magnetic field will change during 
the process of diffusion and hence Eo =1= O. Thus, it will be more 
precise to say that the magnetic field and the plasma diffuse 
through each other. 

In the opposite limit of a motionless plasma we are faced 
with a skin-effect problem, i.e., the problem of magnetic field 
penetration into a conducting medium with diffusion coefficient 
Dm = c2/4n(J. 

4.3.2. Toroidal plasma diffusion 

If the plasma is of the shape of a torus, the diffusion pro­
cess is more complicated and is like convection. This effect re­
lates to the fact that even in a stationary magnetic field the 
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component Eo of the electric field is not zero because of the 
current flowing along the helical magnetic lines: 

(4.50) 

Here )11 stands for the alternating (with B) part of the longitu­
dinal current and 0"11 for the longitudinal plasma conductivity, 
which may be different from the transverse conductivity involved 
in (4.48) (according to the kinetic theory 0"11 ~ 20".1 in a hydrogen 
or deuterium plasma due to the Coulomb collisions). Relating j.l 
to the pressure gradient with the aid of the equilibrium equation 
~nd using the identity \7 . j = 0, we may evaluate the current 

JII: 

Bo 8)11 • C ( ) 2cr dp . --- = -\7 .J.l = -\7. - B x \7p = --smB (451) rB 8B B2 BRo dr . . 

Note that we also made use of B ~ BT (under the assumption 
that B~ « Bf) and that BT, although slightly, must depend 
on B because it is inversely proportional to the distance from 
the axis of symmetry. It follows from (4.50)-(4.51) that 

2cB dp r 
Eo = -B2 -d -R cos B. 

(Jail r 0 
(4.52) 

Let us introduce the quantity q = r BT I RoBo coinciding with 
the ratio of the number of turns of a magnetic line around the 
major circumference of the torus to the number of turns around 
the minor circumference. Inserting expression (4.52) into (4.48), 
we see that the electric field Eo results in a flow, whose radial 
velocity Vr is Rq2/r times greater than the diffusion velocity in 
the case of a straight cylinder. However, the average value of this 
velocity with respect to the azimuth is equal to zero, i.e., there 
is no diffusion across magnetic surfaces due to the field (4.52) in 
the leading approximation. Thus, we are faced with a stationary 
laminar convection: the plasma flows away from the inside of the 
torus at the outer part of its surface (i.e., where cos B < 0) and 
returns at the inner side. 
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Nevertheless, a more accurate approximation reveals that 
this convection causes a diffusion flow. In fact, in order to find 
the mean flow through a magnetic surface, we have to average 
out nVr with the weight factor [1 - (r / Ro) cos 0] dO since an 
element of area of the torus surface is 

dS = 27r RrdO rv 27r Ro (1 - ~o cos 0) rdO. 

Evaluating the corresponding integral and taking special care of 
small terms of the order of r2 / R5, we obtain 

_ c2 dp ( 2a.L 2) 
nVr = - a .LB2 dr 1 + ~q . (4.53) 

Putting all = 2a.L, we find that in the case of a hydrogen 
or a deuterium plasma the toroidal diffusion coefficient is given 
by the formula 

(4.54) 

with D.LO being the diffusion coefficient for a straight magnetic 
field. This relation was obtained by Pfirsh and Schliiter [74]. 

Note that all these results are valid only in the case of a 
dense plasma, when the ion and electron mean free-paths are far 
less than the characteristic length qRo of a magnetic line and 
the plasma may be treated by means of hydrodynamics. 

4.3. 3. Neoclassical transport 

In order to perform a controlled nuclear fusion process we 
need a high-temperature plasma of moderate density. The mean 
free-path of particles in such a plasma is very long, so we may 
speak of a highly rarefied plasma. If we restrict ourselves to 
the particular case of a torus, i.e., to the tokamak geometry, we 
may state that only the case when the ion and electron free­
paths exceed the characteristic length qRo of a magnetic line is 
of practical interest. Under these circumstances hydrodynamics 
are invalid. The transport theory for a rarefied plasma in a torus 
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3 

b 

Fig. 4.5. (a) Trajectories of trapped 1 and transi­
tory 2 particles. (b) Dependence of the transport 
coefficients on the dimensionless collision frequen­
cy v* = vqRjvT' 

subjected to a strong magnetic field was developed by Galeev and 
Sagdeev [75]. A simplified version is the following. 

Let us consider, in the first instance, the motion of a sep­
arate charged particle in the tokamak magnetic field. It is well­
known that a charged particle moves in a strong uniform mag­
netic field along a helical trajectory. In fact, the particle tends 
to follow a magnetic line at the speed vII and orbits around it 
along a circle of the radius p = Vl../rl, where rl = eB/mc is the 
gyroradius (the mass and the charge of the particle are denoted 
by m and e). If the magnetic field is non-uniform, we shall 
observe two effects. First, the velocities VII, Vl.. will vary along 
magnetic lines, and, second, there will be a slow drift across the 
magnetic field. In a tokamak the toroidal component of the mag­
netic field is the governing one because of its strength, so only 
its inhomogeneity is important. 

Consider a transverse cross-section of a magnetic surface 
and denote its major radius with Ro and the minor one with r, 
as in Fig. 4.5a. Assuming c = r / Ro to be small, we ensure that 
the approximate relation B = Bo(1- r cos (J / Ro) is valid on the 
magnetic surface. Thus, the magnetic field when compared to 
its value at the point Ro appears to be weaker on the outer part 
::>f the torus surface and stronger on the inner one. 

A charged particle in a magnetic field conserves its to­
tal energy £ = mvrr/2 + mv]j2. Moreover, it also conserves 
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the "transverse adiabatic invariant" J-LJ.. = mvi/2B that can be 
interpreted as the magnetic momentum. We see that the trans­
verse kinetic energy grows and the longitudinal decreases when 
the particle penetrates into an area of stronger magnetic field. If 
the longitudinal part of the energy is sufficiently small in compar­
ison with the transverse part, the particle may be reflected. To 
relate this effect to our case, assume the longitudinal and trans­
verse velocities to be equal to vI1°) and v~) at the point 0 = 0, 
i.e., at the outer part of the torus. Motion to an area of a stronger 
magnetic field will result in an increase of the transverse energy. 
But since the total energy is conserved, the longitudinal energy 
will change proportionally to vrr = Iv~O) 12 - c(l - cos 0) Iv~) 12. 
This relation ensures that the particles are reflected by the strong 
magnetic field and do not reach the inner parts of the torus pro­
vided Iv~O)12 < 2clv~)12. Particles with IVI1°)12 > 2clv~)12 are 
called transitory particles for they move freely along the field 
lines. 

Now we are prepared to take the transverse drift into ac­
count. Representing a particle with its gyroorbit regarded as 
a small circle moving with a velocity VII along a magnetic line, 
we may say that such a particle is subjected to two forces di­
rected along the major torus radius, namely to the centrifugal 
one, mvrr/R, and to the diamagnetic one, equal to -/kJ.. "VB = 
mvi/2R and trying to push the gyro circle out. They result 
in the force FJ.. that causes the particle to drift at the veloci­
ty Vd, such that FJ.. should be balanced by the Lorentz force: 
FJ.. = eVdB/c. In other words, Vd = (vrr + vi)/2fJR. Note that 
the drift velocity is directed upwards and hence at the upper part 
of the torus the particle crosses the magnetic surfaces from the 
inside, whereas at the lower part from the outside. It may also 
be easily seen that the projection of a trapped particle trajectory 
on the torus cross-section looks like a "banana" (see Fig. 4.5a). 
The "banana" width is ~ = vdrt, where Vdr is the component 
of the drift velocity along the minor radius of the torus and t is 
half a period of the bounce along the banana-like trajectory. For 
a typical trapped particle of average thermal energy and longi-
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tudinal velocity vII ~ cv1.. the "banana" width is of the order of 
~ ~ qp/c, where p is the average gyroradius, q - the safety 
factor (recall that the characteristic scale of a field line on the 
outer part of the magnetic surface is proportional to qRo). 

The transitory particles also deviate from the magnetic 
surfaces. The deviations of the particles that are near to becom­
ing trapped (see Fig. 4.5a) appear to be of the order of those 
of the trapped ones. But on average the longitudinal and trans­
verse velocities of the transitory particles are of the same order 
in magnitude and this deviation is small, namely about qp. 

With the particle trajectories in hand we are able to es­
timate the transport coefficients. It is convenient to begin with 
the case of an extremely rarefied plasma, when the mean free­
path is very large compared with qRo. It turns out that in this 
case the transport process is predominantly due to the trapped 
particles, so we may speak of diffusion and thermal conductivi­
ty on the "banana." The area of very rare collisions is marked 
with 1 in Fig. 4.5b. The character 3 marks the hydrodynamical 
domain of a sufficiently dense plasma, when the free-path is less 
than qRo, while area 2 is related to the intermediate collision 
frequencies. The ordinate axis in Fig. 4.5b corresponds to the 
values of the transport coefficients, i.e., to the diffusion D and 
to the heat conductivity X, while the points of the horizontal 
axis correspond to the collision frequency v divided by the aver­
age bounce frequency, Vr = vr/qRo, with Vr being the average 
velocity of the thermal motion. Thus, the condition that v = Vr 
means the equality of the mean free-path and the quantity qRo. 
Correspondingly, this point sets a boundary between the areas 
of frequent and rare collisions. 

In order to estimate the transport coefficients in the area 
of very rare collisions, note that collisions can make a trapped 
particle free and vice versa, and that the characteristic displace­
ment of such a particle is about ~. Moreover, this transition 
may evidently be caused by a mere deviation of the longitudinal 
velocity by a quantity of the order of vII rv V€V1.., which is small 
in comparison with v 1... On average the magnitude of such a de-
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viation represents a small, rv y'E, part of the thermal velocity. 
Recall now that the Coulomb collisions due to their long-range 
character cause diffusion in the space of velocities. Therefore, we 
are able to introduce the effective collision frequency Veff :::::: v / c, 
which controls the conversion rate of the trapped particles into 
the transitory ones due to a diffusive shift over a distance of the 
order of y'EVl.. in the space of longitudinal velocities. Since the 
number of trapped particles is of the order of Vi of the total 
number, we obtain the estimate y'E~2veff = c-3/ 2vq2p2 for the 
thermal conductivity X. 

This expression is related to both the ion and the electron 
temperature conductivities: one needs only to insert the appro­
priate values of v and p. The diffusion coefficient is of the same 
order of magnitude as the electron thermal conductivity, i.e., it 
is essentially less than the total thermal conductivity. 

The expressions for the transport coefficients in the area 
of rare collisions are valid only up to the values y'EvT / q Ro of 
the effective frequency Veff, equal to the oscillation frequencies of 
the trapped particles. Therefore, the boundary between areas 1 
and 2 lies somewhere near vlve!! :::::: c3/ 2 , and the corresponding 
value of X is approximately equal to vTq2 p2. Almost the same 
value of X is apparently achieved at the point v :::::: VT, i.e., at 
the boundary between areas 2 and 3. Therefore, the conductivi­
ty X must be independent of the collision frequency in area 2 of 
intermediate collision frequencies and this is why this frequency 
band is often called the plateau area. Area 3 of frequent colli­
sions is also known as the Pfirsh - Schluter area due to relation 
(4.54) for the diffusion coefficient. The dependence of transport 
coefficients on the collision frequency is schematically plotted in 
Fig.4.5b. 

Not only did the neoclassical transport theory reveal the 
complicated dependence of the transport coefficients on the colli­
sion frequency, but predicted some new phenomena as well. One 
of them, perhaps the most interesting, was called a bootstrap­
current. It is related to the possibility to drive a tokamak cur­
rent by means of diffusive plasma expansion [76]. There are no 
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difficulties in showing that provided the plasma pressure is suf­
ficiently large, the neoclassical diffusion coefficient exceeds the 
coefficient c2 /47r0" of magnetic field diffusion. In these circum­
stances the plasma expands more rapidly than the magnetic field 
penetrates into it. Correspondingly, the diffusion flux can push 
away the magnetic lines and support the current. One may ar­
gue for this in a different manner, saying, for instance, that the 
confined "banana" gives rise to the drift current 

. 3/2 C dp 
Jd '" E --

Bodr 

because of the toroidal expulsion. Due to collisions with the 
effective frequency Veff '" v / E their angular momentum is trans­
ferred to the transitory particles, which, in turn, pass it to the 
ions at frequencies of the order of v. Correspondingly, the cur­
rent due to the transitory particles is something like 

. ~ c dp 
J '" -yE-­

Bo dr 

and grows with pressure p. If a continuous diffusive plasma flux 
towards the torus periphery is provided (for instance, by an in­
jection of tiny pellets of a cold substance into the central part of 
the plasma core), one may balance the current decay caused by 
the imperfect plasma conductivity. We may say that the plas­
ma supports the current that confines it by the magnetic field. 
In analogy with L. Carroll's story about Alice who succeeded 
in keeping herself in the air by pulling on her shoe-laces, the 
English physicists called this effect a bootstrap-current. 

4.3.4. Diffusion of a weakly ionized plasma 

Whereas in the case of a fully ionized plasma the problem 
of equilibrium may be reduced to the question of whether the 
plasma can be confined by a magnetic field, it appears to be es­
sentially more complicated as soon as a third component, namely 
a neutral gas, is involved. But there is a particular interesting 
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case of a weakly ionized plasma that can be treated relatively 
easily. Assuming the ionization to be so small that the plasma 
pressure is negligible compared with the neutral gas pressure, we 
see that the electron collisions with one another have no role in 
comparison with the collisions of the charged particles with the 
molecules of the neutral gas. In these circumstances the gas may 
be regarded as a motionless uniform medium in which the ions 
and electrons diffuse. Therefore, the question about a steady or 
slowly changing state may be reduced to an investigation of the 
plasma diffusion. 

At first let us consider the case of a vanishing magnetic 
field. Assuming the ions and the electrons to be subjected to 
the Maxwellian law of distribution at the temperatures Ti and 
Te , we may write the following equations of motion for each 
component: 

m· 
\7qj = ejnE - _J nVj. 

Tj 
(4.55) 

Here Pj = nTj is the corresponding pressure, ej - the charge, 
mj - the mass, Vj - the mean velocity, and Tj - the average 
free-time between the collisions with the molecules of the neutral 
gas. Under the condition that Tj = const this equation implies 

(4.56) 

with qj standing for the flux of the particles, Dj = TjTj/mj 
for the diffusion coefficient and J-lj = eTj/mj for the mobility 
(we shall put all J-lj down as positive both for the electrons and 
the ions, taking account of the sign of the charges by the factors 
ej / e). Inserting (4.56) into the continuity equation, we obtain 
the relation 

- = D·b..n - \7. 2 nll ·E an (e.) 
at J e n (4.57) 

of diffusive type. Let us consider, for instance, a cylindrically­
symmetric plasma column. Then only the radial part of E will 
be nonzero, and we may exclude it by multiplying equation (4.57) 



Cooperative Effects in Plasmas 169 

by Mj, (4.56) by Me and summing the results. Thus, we obtain 

an at = Da~n, (4.58) 

where the quantity 

Da = DeMi + DiMe 
Mi + Me 

(4.59) 

is called the ambipolar diffusion coefficient. Usually Me ~ Mi, 
so that Da ~ Di + (Mil Me)De. From the physical viewpoint the 
origin of the coefficient Dais the result of the radial electric 
field Er that keeps the electrons near the ions but, nevertheless, 
"pushes on" the ions. 

If the plasma is confined to the interior of a cylinder of the 
radius a, all solutions to equation (4.58) decay with time. Under 
the condition that n(a) = 0 (Shottky's boundary condition) the 
solution with the maximum modulus T of decay appears to be of 
the form n = no Jo(aor/a), with no standing for the density on 
the axis, Jo for the Bessel function of zero order, ao ~ 2.4 for 
the first zero of Jo. The corresponding decay modulus is given 
by the formula l/T = DaaUa2• 

Relation (4.59) may easily be extended to the case of 
a nonzero longitudinal magnetic field; one needs only to re­
place Dj,jJ,j with their "magnetized" values D1.j = Dj/{l + 
O;TJ) , M1.j = Mj/{l + O;TJ). For instance, in the case OeTe ~ 
1, OiTi < 1 we have 

Da 
D 1. = 1 + (Md Me) (OeTe)2· 

( 4.60) 

In a strong magnetic field D 1. decreases with the field as 1/ B2. 
Let us now take an example of a weakly ionized plasma in 

a toroidal tube with the magnetic field directed along the torus. 
The totally ionized plasma can not be confined by such a field: it 
will be pushed to the area of weaker field. But we do not need a 
total equilibrium, for the weakly ionized plasma will in any case 
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diffuse across the field due to collisions. We intend only to take 
account of the torus geometry. 

Let the direction of the magnetic field decrease be taken 
as the x axis. Consider a plasma tube formed by the magnet­
ic lines and denote the volume of its interior with V. This tube 
must exert the action of a certain force F, trying to push it in the 
direction of x. In order to evaluate F recall that if there were 
no friction caused by the neutral gas, the plasma tube would be 
able to move only in such a way that the magnetic flux <I> = BS 
through any cross-section S of the tube should remain constant. 
Denoting the field line radius by R and an infinitesimal displace­
ment of the tube in the direction of x by dx, we may represent 
the above statement in differential form: 

dB BS o = d<I> = S dx dx + BdS = -Ifdx + BdS. 

This relation ensures that dS = (SI R)dx. But the displacement 
dx is followed by the increase 27rdx of the tube length 27r R, 
therefore the increase of the tube volume is dV = (2V I R)dx. 
Equating the work p dV with Fdx, we obtain the value of the 
force F, corresponding to the coordinate x: F = 2p VIR. 

A displacement of the tube in the direction of x does not 
alter the flux <I> through the tube cross-section. Therefore, the 
force F will cause the plasma motion, such as if there were 
no magnetic field at all, i.e., at the speed Vx = 2Dal R, with 
Da being the ambipolar diffusion coefficient. This estimate may 
easily be established by comparing Vx to the ambipolar flow 
q = nv = -Da Vn caused by the pressure gradient \TVn. Al­
so taking the transverse diffusion into account (note that the 
relative coefficient is D.l), we obtain the equation 

an + 2Da an = D.ltln. (4.61) 
at R ax 

The second term on the left-hand side describes the displacement 
of the plasma as a whole to the outer boundary. 

If we consider the plasma decay, i.e., the decrease of its 
density with the time caused by diffusion, it will be sufficient in 
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the limit t ---+ 00 to take account of only a single solution to 
equation (4.61), namely of that with the maximum lifetime 7. 

This solution is given by the formula 

n = no exp (-! + ~x) 10 (rao) 
7 RDl.. a 

(4.62) 

with 10 being the Bessel function of zero order and ao ~ 2.4 -
its first zero. The decay decrement is determined by the relation 

1 Dl..a6 D~ -=--+--. 
7 a2 R2Dl.. 

(4.63) 

Thus, with increasing magnetic field (Le., with decreasing D l..) 
the decay decrement 1/7 at first goes down, but later begins to 
grow. Formula (4.63) is in full agreement (see Fig. 4.6) with the 
experiments on a plasma decay in a toroidal magnetic field [77]. 
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5. Linear waves 

5.1. Alfven and magneto-acoustic waves 

5.1.1. Equation for weak oscillations 

Long-range forces between charged particles cause a kind 
of resiliency in a plasma, which provides the propagation of var­
ious types of waves. Linear waves are primarily distinguished 
among them. The amplitude of these waves is so small that they 
propagate independently of each other. In other words, arbitrary 
small-amplitude oscillations can be represented as a superposi­
tion of certain waves usually referred to as eigenmodes of the 
medium. 

The major principle of the theoretical treatment of linear 
oscillations is the following. A stationary state of the object un­
der consideration is found in the framework of a certain system 
of equations. A disturbance is then imposed on this state. The 
equations are linearized under the assumption of small magni­
tude of the perturbation. The resulting system of linear equa­
tions is that describing weak oscillations. 

It is natural to start studying weak oscillations in a plasma 
in the the framework of the single-fluid magneto-hydrodynamic 
approximation. We once more write down the equations of 
magneto-hydrodynamics under the assumption of ideal conduc­
tivity: 

dv 1 (5.1) m·n-+\7p - (\7xB) x B, 
~ dt 47f 

an (5.2) - + \7. (nv) 0, 
at 

aB 
\7x(v x B). (5.3) 

at 

This system should be completed by the heat transport 
equation to define the plasma temperature and, consequently, 
the pressure p = n(Te + Ti). However, we assume for simplicity 
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that the pressure is defined by the plasma density, namely 

.!!..- = const. 
n"l 

(5.4) 

Equation (5.4) describes an isothermal plasma at 'Y = 1 and cor­
responds to its adiabatic oscillations when 'Y = 5/3. In general 
(5.4) can be treated as a polytropic type equation of state. 

Let us now consider the simplest equilibrium state assum­
ing that the plasma is uniformly distributed in space with density 
no and pressure Po while the homogeneous magnetic field Bo is 
directed along the z axis of the Cartesian coordinate system 
(x, y, z). We assume the plasma velocity Vo to be zero. 

Impose a small perturbation v', p', n', B' on this equilibri­
um state and linearize equations (5.1)-(5.4), i.e., leave only the 
terms containing small quantities in the first power of the primed 
variables. We get 

av' 4~ (VxB') x Bo, (5.5) m-no- + Vp' 
z at 
an' 

(5.6) - + V·nov' 0, 
at 

aB' 
Vx (v' x Bo), (5.7) -

at 

p' 'YPon' 
(5.8) 

no 

instead of (5.1)-(5.4). This system of equations can be essen­
tially simplified if we turn to the plasma displacement e from 
the stationary position, which is connected to v' by the obvious 
relation 

, ae 
v = at. (5.9) 

If we insert this expression for v' into equations (5.6)-(5.7), then 
after integration in time, i.e., after omitting temporal derivatives, 
we obtain 

n' = -V· (noe) , B' = Vx (e x Bo). (5.10) 
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The meaning of the first of these relations is complete­
ly obvious. It simply states that the density at a given point 
decreases proportionally to the fluid volume leaving the domain. 

Consider now the second relation of (5.10). Note first that 
(5.10) contains only the normal component e.L of the displace­
ment e because the vector product of the parallel vectors e and 
Bo is zero. Using the well known relationship 

Vx (a x b) = (b· V) a - (a· V) b + a (V·b) - b (V·a) (5.11) 

of vector analysis and taking into account that Bo = const, we 
write down the expression for B' in the form 

I i: ae.L 
B = -Bo V·~.L + Bo az . (5.12) 

The first term on the right-hand side is analogous to the above 
expression for n'. It shows that the magnetic field lines are drawn 
apart and its strength decreases as the substance expands in the 
(x, y) plane (Fig. 5.1a). The second term on the right-hand side 
of (5.12) is also of a simple sense. 

C 
1/1//1 

t e , ~ 
1//1/1 

t e 
~ 

""/1 

Fig. 5.1. Plasma displacements corresponding to 
magneto-sound ( a), Alfven (b) and ion-sound (c) 
oscillations. 

If e.L changes in z, the magnetic field lines, which are 
frozen to the substance, are distorted to some extent (see Fig. 
5.1b). As a result, a magnetic field cross component appears, 
which is proportional to ae.L/az. 
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Inserting the relations for n', B' and p' into the linearized 
equation (5.5), one can obtain the single vector equation for the 
displacement e. But at first we shall simplify the right-hand side 
of (5.5). This can be done most clearly in the following way. 

Return again to the equation (5.1) and recall that accord­
ing to (4.13) we can rewrite the right-hand side in the form 

1 B2 B2 
- (V' x B) x B = - V' 1- - + - (h . V') h, 
471" 871" 471" 

(5.13) 

where h = B/ B is the unit vector directed along B. If we 
linearize this expression, then B5+2Bo·B' should be substituted 
for B2 in the first term on the right-hand side and the linear 
term will contain only the z -component of the disturbance B' 
determined by the first term of (5.12). The second term in (5.13) 
is reduced to (B2/471") 8h' /8z in the linear approximation, where 
h' is the magnetic field disturbance direction. Since 

h = Bo + BII + B~ 
---:J;=;=( B===o=+=B===rl~)2=+=(:===B=~:=:;:)2 

and since (BD2 under the square root can be neglected in the 
linear approximation, we obtain h = ho+B~/ Bo, with ho being 
the unit vector along the z axis. Consequently, h' = B~/ Bo is 
determined only by the second term of expression (5.12) for the 
magnetic field disturbances. Inserting the expressions obtained 
for the Ampere force (5.13) and the disturbances n', p' into the 
equation of motion (5.5), we obtain 

(5.14) 

where Cs = V"fPo/no denotes the sound and CA = Bo/J471"minO 
the Alfven velocity. Equation (5.14) describes small magneto­
hydrodynamic oscillations of an ideally conductive medium. 
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5.1.2. Alfven waves 

The vector equation (5.14) corresponds to three scalar 
equations, hence it describes three types of waves. Alfven waves, 
named after H. Alfven, are the most interesting and essential 
among them for understanding of the properties of a conductive 
fluid in a magnetic field. 

In order to obtain the equation for Alfven wave propaga­
tion let us consider a narrower class of displacements e which is 
characterized by the absence of a displacement ~z along the field 
and by the incompressibility V'. e.l = 0 of the cross-field motion. 
It is obvious that also V'. e = 0 and the first two terms on the 
right-hand side of equation (5.14) vanish, yielding the equation 
for e.l: 

(5.15) 

This equation coincides precisely with the equation of small­
amplitude vibrations of a string. Its arbitrary solution can be 
represented as a superposition of waves propagating along the 
z axis at the speed ±CA. Analogy with a string arises not on­
ly in connection with the formal similarity of these equations, 
but bears a more keen physical sense. Actually, the last term of 
(5.14) is connected with the field line tension that is described by 
the second term of expression (5.13) for the Ampere force. This 
tension creates the quasi-resilient force that returns the plasma 
to the state of equilibrium. 

Alfven waves propagate only along the field lines as is seen 
from equation (5.15). If we generate a torsion-like plasma dis­
placement (Fig. 5.2a) or a more complex incompressible motion 
with V'. e.l = 0 in some -plane, then the corresponding distur­
bance will run along the field lines at the Alfven velocity and will 
be concentrated within the cylinder where the initial displace­
ment was not zero. 
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Fig. 5.2. Plasma displacements in Alfven waves. 

5.1.3. Magneto-acoustic waves 

Consider now two other types of oscillations with nonzero 
~z and \7. e-L' It is convenient to derive the equations exactly 
for these quantities. We have from (5.14) for the longitudinal 
displacement component 

(5.16) 

The equation for \7. e-L can be obtained by evaluating the diver­
gence of the transverse component of equation (5.14) and reads 
as 

82 2 ( ) 2 ( ) 2 8~z 8t2 \7. e-L = CA ~ \7. e-L + Cs ~-L \7. e-L + Cs ~ 8z ' (5.17) 

where ~-L = \7.\7 -L, ~ = ~-L + 82/8z2 . 

Consider first the case f3 rv c; / c~ « 1 of a low pressure 
plasma. Then the terms proportional to c; can be neglected in 
equation (5.17) and we come to the wave equation 
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(5.18) 

where 'ljJ = \7. el..' This equation describes the so-called magneto­
sound. The elasticity of the medium in magneto-acoustic oscil­
lations is created by the magnetic field pressure while the Alfven 
velocity CA = VB2/47rmin can be treated as the sound velocity 

Cs = V'YP/ p in a medium with pressure B 2 /87r, density p = min 
and adiabatic coefficient 'Y = 2. The condition 'Y = 2 is connect­
ed with the frozenness of the magnetic field to the plasma. As 
a consequence, at ~z = 0 the field should change proportionally 
to the density while its pressure should be proportional to the 
squared plasma density. 

Equation (5.16) enables us to find a small (the magneto­
sound velocity being great) longitudinal displacement ~z in mag­
neto-acoustic waves when \7. el.. =1= O. Moreover, equation (5.16) 
describes a distinct oscillatory mode when (3 « 1. For these 
oscillations \7. el.. can be assumed to be zero and we obtain 

These oscillations are known as ion-sound waves. They 
represent sound propagation as (3 -+ 0 along the magnetic field 
with only an along-field plasma displacement. 

Thus, three types of displacements (polarizations) corre­
spond to the three wave modes. The displacement in Alfven 
waves causes distortion of the field lines (Fig. 5.1 b), in magneto­
acoustic waves it compresses and decompresses them (Fig. 5.1a), 
while in ion-sound waves at (3 « 1 the magnetic field is almost 
undisturbed (Fig. 5.1c). In the latter case the plasma is, so to 
speak, one-dimensional, i.e., it is broken into tubes with "rigid 
magnetic walls." 

If (3 is not small, the above separation of magneto- and 
ion-sound can not be made. Equations (5.16) and (5.17) should 
be treated jointly in this case. It is useful to utilize plane waves 



Cooperative Effects in Plasmas 179 

for their solution, since in a homogeneous medium any distur­
bance can be represented as a superposition of plane waves. 
Consequently, it is sufficient to consider a plane wave of type 
exp( -iwt + ik· r). Equations (5.16) and (5.17) become the sim­
ple algebraic relations 

(w2 - c~k;)~z - kzc~(k-L . e-L) 

-kzc~ki~z + (w2 - C~k2 - c~ki)(k-L . e-L) 

0, (5.19) 

o (5.20) 

for such a wave. For this system to have nontrivial solutions, 
its determinant should be equal to zero. This condition leads to 
a relationship between the frequency wand the wavevector k, 
which is usually referred to as the dispersion equation. It is easy 
to find that in our case the dispersion equation has the form 

(5.21) 

The greater root w+ of this equation corresponds to the so-called 
fast magneto-acoustic wave while the smaller one w_ describes 
the slow wave. When c; « d, the fast wave turns to magneto­
sound while the slow wave is transformed into ion-sound. 

Equation (5.21) simplifies essentially in two particular cas­
es of purely longitudinal and transverse propagation. In the case 
of longitudinal propagation k2 = k; and it follows from (5.21) 
that w! = c~k; for the fast wave and w~ = c;k; for the slow 
wave for CA > Cs . In the case of transverse propagation kz = 0 
and in accordance with (5.21) w! = (c~ + C;)k2, w~ = O. 

In the general case the expressions for w! and w~ can be 
easily obtained from (5.21), but they are hard to picture. Polar 
diagram of phase velocities gives a much better visual aid. 

5.1.4. Polar diagram and Frederick's diagram 

The polar phase diagram represents the dependence of 
phase velocity vp = w / k on the angle () between the vector 
k and the magnetic field B in the polar coordinate system vp , 

(). It is of the form shown in Fig. 5.3a. 
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Fig. 5.3. Phase (a) and group (b) diagrams: A -
the Alfven wave, Sand F - slow and fast magneto­
acoustic waves. 

For a fast magneto-sound wave the phase diagram has the 
shape of an oval flattened along the the magnetic field. For a 
slow wave it looks like a pair of ovals touching each other and 
flattened in the transverse direction (Fig. 5.3a). When /3 -t 0, 
the big oval transforms into a circle of radius CA, and the ion­
sound wave diagram turns into two contiguous circles of diameter 
cs . In the limit Cs/CA -t 00 we come to an incompressible fluid, 
and the ion-sound polar diagram transforms into two contiguous 
circles of diameter CA. Exactly the same diagram corresponds to 
the Alfven wave at arbitrary /3. 

In addition to the phase diagram one can construct the 
phase velocity surface for arbitrary values of k in a three-dimen­
sional space. For simplicity we shall restrict ourselves, however, 
to the two-dimensional case. 

As we shall see further, the group velocity Vg = 8w/8k 
phase diagram, i.e., the group velocity dependence on the di­
rection, is practically more interesting. The group polar curve 
is usually called Frederick's diagram (sometimes both the phase 
and group velocity curves are thus called). 

As is known, the group velocity determines the speed of a 
wave packet. In the case of a non-dispersive medium, when the 
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frequency w is proportional to k, the group velocity is indepen­
dent of the absolute value of k. This means that all disturbances 
propagating in a given direction have the same speed. In partic­
ular, a pulse-shaped perturbation will conserve its form in time. 
Therefore, the group polar diagram represents the pattern of a 
pulse propagation source: a small wave packet propagating at 
the group speed can be attributed to each piece of the diagram. 

Frederick's diagram can be obtained analytically by eval­
uating 8w / 8k. However, a graphical construction appears to be 
more visual and, besides, enables us to take another view on the 
process of disturbance propagation from a point source. Taking 
into account that w = kvp, where vp depends only upon the 
direction of k, we have 

8w k 
Vg = 8k = "kvp + V.1g, 

where the component V.1g = k8vp /8k is normal to the wavevec­
tor k. As we see, the group velocity component normal to the 
wave surface coincides with the phase velocity. To proceed with 
interpretation of the diagram, let us break the disturbance in­
to small coin-like pieces oriented perpendicularly to k. Every 
"coin" may be treated as a wave packet, i.e., as an area occu­
pied with plane waves with approximately coinciding wavevec­
tors. Each packet moves at the speed vp along k and in addition 
"slides" in the transverse direction at the speed V.1g (the phase 
speed component transverse to k of course has no sense). 

Consequently, the polar group curve can be approximately 
regarded as a "mosaic" consisting of separate small "coins" -
the wave packets. Using these considerations, it is easy to find 
out how to construct the polar group curve via the phase one. 
Take an arbitrary point M of the phase curve and draw the line 
a(3 normal to the radius vector of M, i.e., to k (Fig. 5.3a). The 
group packet k "coin" should be somewhere on that line. Take 
now some point M' of the polar phase curve near M and draw 
a line a' (3' normal to the radius vector of M'. A wave packet 
containing plane waves with wavenumbers from the neighbor-
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hood of M' should lie on the line a' f3'. But the wave packets of 
the corresponding planes will overlap for closely located M and 
M' and form a single packet. Therefore this packet will lie on 
the intersection of the lines O'.f3 and a' f3' that correspond to the 
near-by points M and M'. 

Thus, for constructing the polar group curve via the phase 
one it is sufficient to draw a family of strait lines orthogonal to 
the radius vectors of the points of the polar phase curve and to 
find the envelope of these lines. A Frederick diagram built in such 
a way is shown in Fig. 5.3b. It has the form of an oval for the fast 
magneto-acoustic wave, of two "sharpened" triangles for the slow 
wave and degenerates into two points of the outer oval in the case 
of the Alfven waves. The polar group curve shows how a pulse 
propagates from a momentary point source: the corresponding 
disturbance has nonzero values in the area between the slow and 
the fast polars with an increase in amplitude near the boundaries, 
i.e., near the polars. 

An interesting peculiarity of the Frederick diagram aris­
es in the case f3 = 8np/ B2 = 1 when the Alfven velocity is 
equal to the sound velocity [78]. In this case according to (5.21) 
wi = c~k2(1 ± sin ()) where () is the angle between k and B, 
i.e. cos () = kz/k. A corner point at () = 0 is formed on the 
polar phase curve and the group velocity vector does not tend 
to horizontal position when () -+ 0, but constitutes the finite 
angle of approximately ()o ~ 26° with the horizon. Under these 
conditions a phenomenon analogous to internal conic refraction 
in optics should take place: a "beam" of magneto-hydrodynamic 
waves propagating along Bo normally to the boundary should 
open in the form of a cone with a spreading angle of 2()o. We 
do not know if anybody has observed this phenomenon in an 
experiment. 

5.1.5. Small body streamlining 

The Frederick diagram provides an easy analysis of the 
streamlining pattern of a thin needle-like body moving in the 
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cross-field direction. Assume that the body's length is so great 
that it can be considered infinite and the magnetic field is di­
rected normally to the body's axis. We also assume that the 
body conductivity is not large and it does not "reel" the field 
lines. Under these conditions the streamlining pattern is pure­
ly two-dimensional and any disturbance far from the body may 
be assumed small. By analogy with ordinary gas dynamics we 
can suppose that a moving body can be represented as a series 
of momentary point sources that produce pulses in the form of 
expanding Frederick diagrams. At the spots where these puls­
es are properly phased Mach type waves arise, while at other 
points much smaller perturbations occur because of interference 
(Fig. 5.4a, b). 

a b 

Fig. 5.4. Cherenkov emission in an isotropic medi­
um (a) and for gas hydromagnetics (b). 

In order to determine the Mach waves, it is sufficient to 
put the body's velocity vector on the Frederick diagram and draw 
the lines tangent to the diagram as shown in Fig. 5.5 for various 
cases. The flows in Fig. 5.5a, c are double-hyperbolic, while the 
flows in Fig. 5.5b, d are of mixed hyperbolic-elliptic type with 
the only type of radiated waves. 

As is seen from Fig. 5.5c, d, perturbations in magneto­
hydrodynamics may propagate upstream, i.e., ahead of the mov­
ing body. It should be stressed that these waves correspond to 
ordinary Cherenkov emission of a body moving at a speed greater 
than the phase speed of the transmitted waves. The unusual pos­
sibility of wave radiation ahead of the moving body results from 
the group, but not the phase diagram's, pulse interference. 
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a b 

c d 

Fig. 5.5. Four cases of Mach line formation. Lines 
leave the generating body whose velocity is denoted 
by a bold vector. 

5.2. Wave dispersion in two-fluid hydrodynamics 

5.2.1. Ion-sound 

Magneto-hydrodynamics describes large-scale low-freque­
ncy motion in a plasma sufficiently well, but it is still a kind of 
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approximation. It is natural that certain effects may occur in 
plasma wave motion that are not covered by one-fluid hydrody­
namics. One of these effects is dispersion, i.e., the dependence 
of the phase speed on the frequency. 

As we have found before, an ideally conductive gas is an 
anisotropic but non-dispersive medium: the phase speed of its 
low-amplitude oscillations depends only upon the wavevector di­
rection, but not upon its magnitude. This fact has a major role 
in the evolution of finite-amplitude perturbations. Therefore one 
should have a clear understanding of the dispersion behavior up 
to which a plasma can be treated as a non-dispersive medium. 

We consider ion-sound assuming that (3 « 1 and, conse­
quently, neglecting the magnetic field perturbations caused by 
oscillations. This means that the oscillatory electric field can be 
treated as a potential one: 

To determine the sound dispersion, we should utilize two­
fluid instead of the rougher one-fluid hydrodynamics. In the 
considered case of potential oscillations the equations are essen­
tially simplified because the magnetic field oscillations are not 
to be taken into account. We shall further simplify our analysis 
by assuming that the ions are cold, i.e., Ti = 0 (in practice this 
means that the ion temperature is much lower than the electron 
one). The more general case of a rarefied plasma with Ti =f 0 de­
mands, generally speaking, a kinetic consideration because the 
ion-sound phase speed is not large and is of the order of the 
thermal ion velocity at Ti "-' Te. 

Thus, neglecting the electron inertia and their collisions 
with the ions, we have at Ti = 0: 

dv e e 
- = --\7c.p + - (v x B), 
dt mi mic 

(5.22) 

ani - + \7. nov = 0 at ~ , (5.23) 
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(5.24) 

(5.25) 

The Poisson equation (5.25) relates the potential cp to the ion 
and electron density perturbations. 

We shall assume for simplicity that the electrons have con­
stant temperature Te = const. This is a completely admissible 
assumption for waves propagating at a phase speed much lower 
than that of the electron thermal motion. From the longitudinal 
component 

one ocp 
Te oz = ene oz (5.26) 

of the electron equilibrium equation (5.25) it follows that the 
electrons are subjected to Boltzmann's distribution along the 
magnetic field lines. For the considered low-amplitude oscilla­
tions in a homogeneous plasma we have from (5.26) 

I ecp 
ne = no Te . (5.27) 

Let us now find the ion density perturbation ni. To do 
this we can utilize the equation of motion (5.22) and the conti­
nuity equation (5.23). From the longitudinal component of the 
equation of motion we obtain the relation 

(5.28) 

for a perturbation in the form of a plane wave. 
In order to find the transverse ion velocity it is convenient 

to introduce the coordinate system (x, y, z) with the z axis di­
rected along the magnetic field and the y axis normal to k. Then 
only the components kx = k.l and kz of k will be nonzero. As 
a result, the ion equation of motion projected onto the axes x, y 
assumes the form 

-iwvx - OiVy 

OiVx - iwvy 

e E e 'k - x = --2 .lCP, 
mi mi 

o 
(5.29) 

(5.30) 
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with Oi = eB Imic. Using these equations, we easily find the 
velocity components 

(5.31) 

(5.32) 

together with 
zw e 2 

V'. V 1. = - 0 2 2 k 1. t.p. 
i - W mi 

Inserting the expression obtained into the continuity equation 

(5.33) 

and taking formula (5.28) for the longitudinal velocity compo­
nent into account, we obtain the ion density perturbation 

I _ (k;C; _ ki C;) etp 
ni - 2 n2 2 no T. w Hi - W e 

(5.34) 

with c; = Te/mi. 
Insert now the above expressions (5.27) and (5.34) for 

the electron and ion densities into the Poisson equation (5.25), 
rewritten for a plane wave in the form 

(5.35) 

where d2 = Te/47re2no is the square of the Debye radius. After 
substitution we obtain the dispersion equation that determines 
the frequency W of oscillations: 

k2 2 k2 2 
1 k2d2 = zCs _ 1.cs + w2 n2 2' 

Hi -w 
(5.36) 

At first let us consider the case of longitudinal propaga­
tion, when k1. = 0, k = kz . Then 

k2 2 
2 zCs 

W = 1 + k;d2' (5.37) 
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For kzd ~ 1 we get the familiar expression w = cskz for the ion­
sound frequency, which follows from one-fluid hydrodynamics. 
But at high kz the frequency grows more slowly than kz and the 
phase speed w/kz decreases. It tends to zero when kz -t O. The 
ion oscillations are going on with practically immobile electrons 
in this case. The electron pressure balances the electric field and 
prevents the electrons from being displaced. 

An analogous scenario takes place in the absence of the 
magnetic field as well. If we put Oi = 0 in (5.34), we get the 
same expression with only kz replaced by k: 

k2c2 

w2 = w~ = s 
1 + k2d2 ' 

(5.38) 

Consider now the more general case of magneto-sound os­
cillations in a magnetic field at arbitrary values of k. Using the 
notation wi for the squared frequency (5.38) in the absence of 
the magnetic field, we can rewrite the dispersion equation (5.36) 
in the form 

(5.39) 

It follows from here that 

(5.40) 

When k -t 0, there are two roots: w2 = O~ and w2 = c~k;. As 
the wavenumber k increases, the slow-wave phase speed appears 
to depend on k. The frequency dependence upon k shown in Fig. 
5.6 is plotted for the case of a dense plasma when CA < c (c is 

the light velocity), i.e., when Oi < Wpi = V47re2no/mi. 
At large k the slow-wave frequency tends to Oi cos () = 

Oikz/k and the fast-wave frequency approaches WI' The slow­
wave of intermediate propagation starts to disperse at lower 
wavenumbers k rv fld Cs than that propagating along the mag­
netic field. If a wave propagates along the magnetic field, the 
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Fig. 5.6. Ion-sound dispersion. 
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k 

dispersion law W = w(k) is represented by a pair of intersecting 
curves W = r2i and W = WI shown by the dashed lines in Fig. 5.6. 

5.2.2. Magneto-sound waves (cross-field propagation) 

Consider now magneto-sound dispersion. Assume that a 
wave propagates precisely across the magnetic field, say, along 
the x axis. As we shall see, the dispersion in this case is connect­
ed with the electron inertia, which should be taken into account 
within the generalized Ohm's law written in the form of the 
electron equation of motion. Neglecting the electron pressure, 
we may write this equation for a plane wave [proportional to 
exp( -wt + ik . r)] in the following way: 

. e eBo 
-ZWVe = --E - - (ve x h). 

me C 
(5.41) 

Here h = Bo/ Bo is the unit vector along the z axis. Using (5.41) 
and recalling that W « r2e = eBo/mec, we obtain approximately 

c zw C 
Ve = - (E x h) + --E. 

Bo r2e Bo 
(5.42) 
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If we used only the first term of the right-hand side of (5.42), we 
would have neglected the electron inertia in comparison to their 
drift. In accordance with (5.41) this case corresponds to ideal 
electron conductivity and, as a consequence, to the magnetic 
field frozenness to the electron component. But the electrons are 
displaced together with the ions within a purely cross-field wave 
in a quasi-neutral plasma, hence the magnetic field frozenness 
to the electrons implies its frozenness to the ions as well. The 
latter property, as we have already stated in Section 1, leads to 
a non-dispersive magneto-sound wave. 

Summing up, for dispersion to appear, the electron veloc­
ity x-component should differ from that of the electron drift. 
In other words, a small term that corresponds to the so-called 
inertial drift should not be neglected in the expression for the 
electron velocity x -component: 

cEy iw cEx 
Vex = B+nB' ° ~ 'e 0 

(5.43) 

As for the V-component of the velocity, its former value can be 
left unchanged: 

(5.44) 

Using this relation, Ex can be expressed in terms of Vey = 
-jy/eno, where the v-component of the current density is con­
nected with the magnetic field perturbation B' via the formula 

. coB' . ck , 
Jy = - 471" ox = -z 471" B . (5.45) 

It is easy to express B' in terms of Ey using the Maxwell equa­
tion oB/ot = -c~xE: 

B' - ck E - w y' (5.46) 

With the help of relations (5.44)-(5.46) one can express Ex in 
terms of Ey and substitute the result into expression (5.43) for 
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the electron velocity. Then we get 

(5.47) 

where 

(5.48) 

is the Langmuir frequency. 
In order to obtain the dispersion relation, let us use the 

linearized equation of motion 

avx a BoB' 
minO at = ax ~' (5.49) 

which is simply the sum of the equations of motion for the ions 
and the electrons with the small inertial electron term omitted. 
Using the expression for B', we obtain for a plane wave 

dk2 cEy 
V x = ~ Bo· (5.50) 

Since the velocities Vx and Vex appear to be equal due to the 
quasi-neutrality of a plasma, we get from (5.47) and (5.50) 

2 
2 2 k2 Wpe 

W = CA 2 2k2 
Wpe + C 

(5.51) 

The corresponding dependence of W upon k is shown in Fig. 5.7. 
The frequency grows linearly with k when k is not large, while 
as k I"V wpe / C the growth rate decreases and at k -t 00 the 
frequency tends to its limiting value CAWpe/C = JSleSli, i.e., to 
the geometrical mean of the ion and electron frequencies. This 
frequency is called the lower hybrid frequency. 

The picture considered relates only to the case of a low 
pressure plasma with f3 ~ 1. At f3 ~ 1 the dispersion appears 
much sooner, namely at W I"V Sli. The cause is that the adiabatic 
coefficient 'Y = 2 for W ~ Sli in a collision less plasma, while for 
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Wpe/c k 

Fig. 5.7. Magneto-sound dispersion in the case of 
transverse propagation. 

w ~ Oi it becomes equal to 3. This is because only one degree 
of freedom participates in oscillations in the first case but a pair 
participate in the second. Consequently the phase speed starts 
growing when w '" Oi. Wavelengths of the order of gyroradius 
correspond to that frequency. 

5.2.3. Oblique magneto-sound wave 

The dispersion reveals itself much earlier in an oblique 
magneto-acoustic wave as well as in an oblique ion-sound wave. 
This is a result of the fact that quasi-neutrality can be provided 
by an electron along-field flow and the dispersion should appear 
as soon as the difference between the ion and electron transverse 
velocities becomes significant. 

The electron inertia has no role in this case. As we found 
while considering plasma equilibrium, this is also the case when 
the magnetic field is frozen to the electron gas at Te = const : 

aB at = \7x (Ve x B). (5.52) 

Under the assumption of zero plasma pressure the equation of 
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motion takes the form 

dv 1. B2 1 
min- = - (J x B) = -\7- + -(B· \7)B. 

dt c 8n 4n 
(5.53) 

Recalling that Ve = v - j/ en and taking equation of motion 
(5.53) into account, we can rewrite (5.52) in the form 

aB miC dv 
at = \7 x (v x B) - -e- \7 x dt . (5.54) 

The last term of this equation appears due to the Hall effect and 
causes the dispersion of magneto-acoustic waves. 

If we linearize the equation of motion (5.53) and the mag­
netic field equation (5.54), introduce the plasma displacement e 
and use the transformations from Section 1, a system of equa­
tions for a plane wave will be obtained: 

2e 'k BoB~ . bo k B' - m·now = -~ 1..-- + ~- 1.. 
t 4n 4n z , 

B' = -iBo(k . e1..) + iBo kze1.. + wmiC (k x e) . 
e 

(5.55) 

(5.56) 

From the first equation it is seen that ~z = 0, while the equations 
in ~x and ~y can be obtained on substituting the right-hand side 
of (5.56) for B' in (5.55). For a plane wave of the form 

exp( -iwt + ik1..x + izkz) 

with ky = 0 and kx = k1.. the outlined equations take the form 

( 2 2k2)c . k2CBoc w -c ~ -~w--~ 
A x 4neno y 

. k;cBoc (2 2k2)c 
~w-4--~x + w - cA z c."y 

neno 

0, (5.57) 

= O. (5.58) 

Putting the determinant of the system equal to zero, we obtain 
the dispersion relation: 

(5.59) 
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Consider, for simplicity, the case of nearly transverse propa­
gation at k; « k2• Then for a magneto-acoustic wave with 
W »cAkz we have 

(5.60) 

The corresponding dispersion curve is shown in (Fig. 5.8). As 
is seen, the frequency grows linearly with () = kz/ k at small k 
and begins to grow much faster when k rv DdcA(). 

In the case of () = kz/k » Jme/mi an oblique wave 
begins dispersing much earlier than a purely transverse one with 
the same k. It is the only case when neglecting the electron 
inertia is correct. The only waves we shall call oblique are those 

characterized by kz/k » Jme/mi. It should be noted that at 
large k the unity within the brackets in (5.60) can be neglected 
and the frequency (5.60) becomes equal to 

cBokkz 
47reno . 

(5.61) 

This value does not depend upon the ion mass mi' In this case 
the electrons oscillate together with the magnetic field lines be­
ing frozen to them, and the ions remain practically motionless. 
These oscillations are called helicons or whistlers. 

5.2.4. Alfven waves 

The second root of equation (5.59) corresponds to the 
Alfven wave. We shall again restrict ourselves to the case of 
almost transverse propagation with k; «k2. At w2 « C~k2 we 
have the following estimate for that root: 

2 2 k2 Dr 
w = c A z ("")2 2 k2 . 

Hi + CA z 
(5.62) 

This relation gives us the dispersion law of the Alfven waves. As 
we see, the dependence of w upon kz departs from linear with 
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Fig. 5.8. Magneto-sound 1 and Alfven wave 2 
dispersion in the case of oblique propagation. 
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an increase of kz, and as kz -+ 00 the frequency tends to the 
ion cyclotron frequency Sli. The corresponding dependence of 
frequency upon k is also shown in (Fig. 5.8). The Alfven waves 
at large kz with frequencies close to the cyclotron frequency are 
sometimes referred to as cyclotron waves. 

5.3. Electromagnetic waves in a plasma 

5.3.1. Dielectric permeability, dispersion equation 

So far we have been dominantly using the approach of 
gas dynamics in the analysis of magneto-hydrodynamic waves 
in a plasma: we specified displacement of the particles, then 
found forces caused by that displacement, and, finally, deter­
mined the types of oscillations. But these oscillations can be 
treated from another - purely electro dynamical - viewpoint. 
Naturally, any motion in a plasma generates electric and mag­
netic fields, and from the viewpoint of electrodynamics wave 
propagation in a plasma can be treated as the propagation of 
electromagnetic fields in a continuous medium. Mathematically 
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this corresponds to another succession of equation reduction: in­
stead of determining the fields and forces via the displacements 
of the plasma components, we must first find the charges and the 
currents through the laws of motion of the particles in a given 
external fields and then consider how such fields can propagate 
in the plasma. Such an approach is of course equivalent to the 
first but, being more general, it enables us to take a broader view 
of the waves in a plasma and gives us the possibility to obtain a 
more complete description of all types of linear oscillations in a 
plasma. 

Thus, we shall treat a plasma as a continuous medium 
which is capable of transfering electromagnetic waves. This time 
taking the displacement current into account, write down once 
more the Maxwell equations: 

\7xB 1 aE 47r. 
(5.63) --+-j, 

c at c 

\7xE laB 
(5.64) ---

c at' 
\7·B 0, (5.65) 

\7·E 47rp. (5.66) 

Here p is the charge density, satisfying the equation 

ap ~. at + V'j = 0. (5.67) 

that is a consequence of (5.63) and (5.66). 
If linear waves (i.e., of a small amplitude) are considered, 

p and j can be linearly expressed in terms of the fields E and B 
with the aid of the equations of motion for the charged plasma 
particles. Maxwell's equations will therefore be linear and may 
be rewritten in a more compact form by introducing the electric 
displacement D, which is defined by the relation 

aD aE . 
at = at + 47rj. (5.68) 
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Correspondingly, equations (5.63) and (5.66) take the form 

V'xB 

V'·B 

laD 
~ at ' 
o. 

(5.69) 

(5.70) 

Let us consider again, for simplicity, a homogeneous medium. In 
these circumstances an arbitrary solution to the linear equations 
is a superposition of plane waves exp(iwt + ik· r). For a plane 
wave the Maxwell equations become algebraic: 

kxB 

kxE 

w 
--D, 

c 
wB . 
c 

(5.71) 

(5.72) 

By virtue of relations (5.71) and (5.72), equations (5.65) and 
(5.70) are satisfied: 

k . D = 0, k . B = o. (5.73) 

Expressing B in terms of E with the help of (5.72) and substi­
tuting the result into (5.71), it is easy to obtain 

(5.74) 

As we have already stated, the vector D can be expressed 
via E through the equations of motion for charged particles. 
For a plane wave the linearized equations of motion also take 
an algebraic form. Therefore D and E must be related by a 
linear transformation. It is known that in the general case a 
linear relationship between vectors can be written ih the form of 
D = iE, or, using components, as 

(5.75) 

where i stands for the matrix ca(3. The tensor i is referred 
to as the dielectric permeability of the medium. Substituting 
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(5.75) into (5.74), we obtain a system of linear homogeneous 
equations, which has a non-trivial solution only in the case when 
the determinant of the system vanishes: 

(5.76) 

This dispersion equation defines the eigenfrequencies of the medi­
um, i.e., the waves that can propagate in the medium. 

The case of an isotropic plasma without a magnetic field 
is especially simple. The vector D must be directed along E for 
any wave, that is D = cEo But the proportionality coefficient c 
may differ for longitudinal (E along k) and transverse waves. 
For a longitudinal wave in accordance with (5.73) we have 

cil = 0, 

while for a transverse wave we obtain from (5.74) 

k2c2 

-2- = 101-. 
W 

(5.77) 

(5.78) 

According to (5.78) the transverse wave propagates at the phase 
speed w / k = c/ N, where N = v'EJ- is the refraction coefficient. 

5.3.2. Ion-sound, spatial dispersion 

Let us consider the ion-sound in the absence of a magnetic 
field as the simplest example of a longitudinal wave in a plasma. 
The dispersion law for longitudinal waves is given by the relation 
cil = 0, hence we must find cil' Let a plane monochromatic 
wave propagate along the x -axis. To determine c, we utilize 
expression (5.68): 

47ri . 
cEx = Ex+ -)x. (5.79) 

w 

Here the current density is equal to jx = en(vix - vex), i.e., it 
is determined by the ion and the electron x-components of the 
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velocity. For a cold ion gas (Ti = 0) the velocity Vix may be 
obtained from the equation of motion m/Jvd at = eE: 

(5.80) 

As for the electrons, in ion-sound they do have enough time to 
reach the Boltzmann distribution. Therefore the electron density 
perturbation is related to the potential by the equation 

I erp 'len 
ne = Te n = kTe Ex (5.81) 

with k being the wavenumber. This perturbation is connected 
with the velocity Vex through the continuity condition 

(5.82) 

Expressing the velocity Vex in terms of Ex with the aid of (5.81) 
and (5.82) and substituting the result into (5.79), we obtain 

47fe2n 47fe2n 1 W~i 
C = 1 + k2Te - miw2 = 1 + Pd2 - w2 ' (5.83) 

where Wpi is the plasma ion frequency and d is the Debye radius. 
The second term of (5.83) corresponds to the electron con­

tribution to c while the third term gives the ion one. 
Putting c equal to zero, we obtain the already known 

expression for the ion-sound frequency: 

2 k2d2 2 
W = 1 + k2d2 wpi · (5.84) 

This electro dynamical approach has the advantage that the ex­
pressions once obtained for a contribution to c of a particular 
type of particles can be used in the consideration of other vibra­
tional modes. 

It is seen from expression (5.83) that the dielectric perme­
ability depends upon the wavenumber as well as upon the fre­
quency. A dependence upon k arises in cases when the thermal 
motion of particles begins to play an active role. A dependence 
upon k is usually called a spatial dispersion by analogy with the 
frequency dispersion which is a dependence of c upon w. 
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5.3.3. Waves in a cold plasma 

So far we have been considering only longitudinal waves 
in a plasma. Transverse waves can be treated in an analogous 
way. In particular, the dielectric permeability for a transverse 
wave in a cold plasma without a magnetic field and with the 
ions at rest has the same form as for a longitudinal wave, i.e., 
c = 1 - w;e/w2. In accordance with (5.78) we obtain 

c2k2 w2 
--=c=l-~ 
w2 w2 ' 

(5.85) 

Hence, the expression for the frequency may be found easily: 

w2 = w;e + c2k2. (5.86) 

As we see, the only waves which can propagate in a plasma 
are those whose frequency is greater than the plasma frequency. 
In the opacity domain W < wpe the wavenumber k is purely 
imaginary in accordance with (5.86), i.e., k = iK,. The value 
of K, determines the thickness of the skin-layer that screens the 
external fields. According to (5.86) 

(5.87) 

so that for W « wpe the depth of penetration of a transverse 
field into the plasma is equal to c/ wpe. 

In the presence of an external magnetic field the pattern 
of electromagnetic wave propagation in a plasma becomes more 
complicated, especially in the case when the phase velocity of the 
waves is small and the thermal motion of the particles begins to 
playa key role. The wave propagation pattern is simpler in a 
cold plasma. In this case 

47rin 
D=cE=E+-Leava (5.88) 

W a 

and the charged particle velocities can be found from the equa­
tions of motion 

(5.89) 
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Using (5.88) and (5.89), it is not difficult to find the expressions 
for the components of the tensor E. When referred to coordi­
nates with the z -axis being directed along the magnetic field, 
the tensor E assumes the form 

where 

2 
'""' wpo 

c = 1-~ 2 n2 ' 
o W - 0 

ig 0) 
cO, 
o TJ 

and no is the cyclotron frequency of an a-type particle. 

(5.90) 

We do not intend to make a penetrating analysis of all 
possible wave motions in a plasma, but shall consider the sim­
plest case of an Alfven wave propagating along the magnetic 
field lines, when kx = ky = 0, kz = k. Since w « ni , CA « C 

for Alfven waves, the expressions for c and 9 are simplified: 
c ~ w;dn; = c2 /c~, 9 ~ o. The dispersion equation (5.76) 
takes the form 

(5.91) 

and the Alfven wave frequency appears equal to 

(5.92) 

As we see, the Alfven wave in a dense plasma corresponds to 
a strongly slowed electromagnetic wave with a huge refraction 
coefficient !V = C/CA. 

It might not be difficult to consider other modes of elec­
tromagnetic oscillations, in particular, the electron ones. But 
we shall not dwell on this topic in the book because voluminous 
literature is devoted to this matter. 
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5.4. Wave energy and momentum 

Physics belongs to the family of exact sciences, but its ap­
proximate relationships or even qualitative considerations play 
a role of no less importance than the precise quantitative for­
mulae. Sometimes qualitative considerations are even more nec-
2ssary because they develop physical intuition and enable us to 
understand phenomena, which may demand much more efforts 
for a quantitative description. 

That is the situation we encounter when considering wave 
processes. Treating linear problems with the help of the Fourier 
technique provides us with a complete solution to the problem. 
Decomposition into plane waves in the case of a homogeneous 
medium may serve as a typical example. The formal solution, 
however, does not enable us to obtain directly any qualitative 
image of the process. The wave packet language seems to be 
more adequate for that purpose, and we have already got ac­
quainted with it in the preceding Sections. Now we shall make 
the next step and proceed from a purely qualitative description 
of wave propagation made in terms of spatial and temporal phase 
variations to the quantitative, but still approximate, description 
of wave phenomena. 

We shall again discuss matters in terms of the wave packets 
slowly varying in space and time. A separate portion of such a 
packet can be regarded as a plane wave. The electric field of 
such a wave takes the following form: 

E = ekE exp( -iWkt + ik· r) + (c.c.). (5.93) 

Here k is the wavevector, W is the eigenfrequency, 2E is the 
amplitude of the electric field oscillations, ek is the unit vec­
tor of the wave polarization and (c.c.) denotes the complex 
conjugated quantity (for E is to be real). The eigenfrequen­
cy Wk is a solution to the dispersion equation (5.76), namely to 
~(w, k) = O. The polarization vector ek can be obtained from 
equations (5.74) by setting W = Wk. The vector ek may con­
tain the multiplier exp( icpo), which corresponds to the constant 
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phase shift !.po, so that ek is complex. The phase shift !.po is not 
so important, however, for a wave packet substantially extended 
in space. The most important characteristics of the wave packet 
are k and (E2), the latter being the oscillation period average 
of the squared electric field which is proportional to the wave 
energy density at the given point. 

It is natural that equations describing the temporal evolu­
tion of wave packets should be formulated in terms of the major 
quantities k and (E2). The first of these equations is obtained 
quite easily, especially in the case of a homogeneous medium. If 
we really have an almost sinusoidal wave with parameters slowly 
varying in space and time, it will be more convenient to regard 
the phase !.p as a function of (r, t), but not of (Wkt - kr). So 
expression (5.93) for a wave packet will take the form 

E = ekEexp(-i!.p) + (c.c.). (5.94) 

The rate of the phase variation at a given point, i.e., a!.p / at, 
obviously corresponds to the frequency of oscillations, while the 
phase gradient corresponds to the wavenumber since it gives the 
magnitude and the direction of the fastest variation of the phase 
in space. Therefore, 

a!.p 
W = at' k = -V'w. (5.95) 

Evaluating the time derivative of the second relation and using 
the first one, we obtain the identity 

ak 
at = -V'w. (5.96) 

In a homogeneous medium the frequency of oscillations depends 
only upon k: W = Wk = w(k). Therefore equation (5.96) is a 
differential equation with respect to k(r, t). Thus, we can find 
the wavevector temporal evolution at an arbitrary point of space. 
For instance, equation (5.96) takes a simple form 

ak ak 
at + Vg ax = 0 (5.97) 
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in the one-dimensional case when the wavenumber depends only 
upon x. Here we used the notation Vg = ow/ok for the group ve­
locity. As we see, the packet wavenumber is merely transported 
with the group velocity. 

Let us now proceed to the derivation of the equation for 
(E2). Since this quantity is proportional to the wave energy den­
sity, it seems more reasonable to utilize this variable as the one 
that has a definite physical sense. 

5.4.1. Wave energy 

Let the Maxwell equation (5.63) be supplied with some 
external current js able to interact with the wave. This current 
is added on to the self-consistent current j that is expressed in 
terms of D via (5.68). Using the routine procedure of multiply­
ing (5.68) by E, (5.64) by B and adding the results, it is easy 
to obtain 

1 (aD OB) C • 47r E· at + B . at + 47r \7. (E x B) = -E· Js· (5.98) 

The right-hand side of this equation corresponds to the external 
source power that works against the wave field E. Hence, the 
first term in (5.98) may be interpreted as the rate of electromag­
netic field energy variation: 

o£ _ ~ E . aD ~ B . oB 
at - 47r at + 47r at . (5.99) 

The second term in (5.98) may be treated as the energy transport 
along the Pointing vector 

C 
II = 47r (E x B) . (5.100) 

For simplicity we shall restrict ourselves to the case of a trans­
parent medium where the energy is not absorbed. 

In the absence of external sources expression (5.98) takes 
the form of the energy conservation law 

o£ at + \7. II = O. (5.101) 
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It follows from this law that the integral of the energy density £ 
over the whole space does not change with time: 

f £dr = const. (5.102) 

Equation (5.101) corresponds to the equation needed for 
the squared wave amplitude. It should only be reduced to a 
simpler form that is more convenient for the description of wave 
packet propagation. The electric and magnetic fields in a wave 
packet are of the form of a quasi-monochromatic wave (5.93) 
with slowly varying amplitudes E(r, t), B(r, t). Accordingly, 

~~ = (~~ - iWkE) ek exp( -iwkt + ik· r) + (c.c.). (5.103) 

On the other hand, the electric field E can be decomposed into 
the Fourier integral 

E = f eqEqw exp( -iwt + iq . r) dq dw + (c.c.). (5.104) 

In this expression the "packet-like" form of the wave, i.e., its 
proximity to a plane monochromatic wave, is reflected only by 
the fact that the Fourier components Eqw substantially differ 
from zero only in a small neighborhood of the point (q, w) = 
(k, Wk). The closer the packet to a monochromatic plane wave, 
the smaller the dimensions of this band are. It is clear from 
(5.104) that in the Fourier representation the differentiation with 
respect to time looks like multiplication by -iw. In the zeroth 
order, i.e., for a monochromatic wave, this multiplier will be 
simply equal to -iWk. But this is not true for a packet, i.e., 
-iw+iwk =1= o. By virtue of (5.103) we see that the factor -i(w­
Wk) corresponds to the time derivative of the wave amplitude 
(because a/at on the left-hand side corresponds to -iw). 

More complex operators can be treated in an analogous 
way. For example, the derivative an/at from (5.98) corre­
sponds to the expression -iw€E, where € is the square matrix 
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ca{3(k, w). For a wave packet this expression will obviously be 
equal to 

(5.105) 

If this is substituted into (5.99), we realize that the term con­
taining -iWkt(k, Wk) vanishes after being added to its complex 
conjugate. This is valid for the case of a transparent medium 
when the matrix t is Hermitian. Under these conditions the on­
ly terms that survive are those that involve temporal derivatives, 
and after the transform we obtain the expression 

(5.106) 

for the wave packet energy density with c = ejl ek. Since B 
can be expressed in terms of E via expression (5.72), we have 

(5.107) 

The derivative of the expression within round brackets is to be 
taken at the point W = Wk. 

So we have related the squared wave electric field aver­
age to a more physically sensible quantity Ck, which is the wave 
packet energy density. Hence, we may choose a more convenient 
quantity to normalize the wave amplitude than the squared elec­
tric field. As we saw before, it is more convenient to take ak as 
the wave amplitude which is connected to the packet energy den­
sity by the relation 

(5.108) 

with the frequency Wk being positive for a positively defined 
wave energy. By analogy with quantum mechanics it is conve­
nient to interpret the squared amplitude a~ as the number of 
waves Nk with fixed k. 

Let us return to equation (5.101). It is possible to proceed 
with the spatial derivatives in the same manner as we did with 
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temporal derivatives. So the derivative aE/ax, for example, is 
equal to 

:x E = (~! + ikxE) ek exp( -iwkt + ik· r) + (c.c.). 

in accordance with (5.104). In the Fourier representation this 
derivative corresponds to multiplication by iqx. Consequently, 
we see again that the factor iq - ik corresponds to the gradient 
of the wave amplitude. In particular, the operator 

. ~ . (~) a ( ~) a -'lWe = -'I, We k - - We -ak ar 
when acting on the field of the wave packet, gives a contribu­
tion proportional to the gradient of the oscillation amplitude. 
Correspondingly, in the presence of a spatial dispersion equation 
(5.101) takes the form 

(5.109) 

The energy flux Sk has a contribution coming not only from 
the Pointing vector, but from the spatial part of the first term 
of (5.101) as well. Following the same algebra we used while 
computing Ck, it is not difficult to find the expression for Sk: 

Sk=--- Ew--+-lk·ekI2 . 
(E2) 0 ( c2k2 c2 ) 

81T ok W W 
(5.110) 

As we see, Ck and Sk are expressed via the derivatives of the 
same function 

(5.111) 

This function becomes zero at W = Wk, since it is obtained 
through multiplying equation (5.74) by e'k/ E. In other words, 
A = 0 along the whole dispersion curve W = Wk, i.e., 

(5.112) 
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everywhere on that curve. But the ratio dw / dk is equal to the 
group velocity, hence Sk = Ekvg. Thus, the wave packet energy 
transport equation (5.109) may be written in the simple form 

dE 
dt + yr. (VgEk) = O. (5.113) 

This is the equation needed for the squared wave amplitude. It 
may be easily generalized for the case of a weakly damped wave, 
i.e., for the case when the eigenfrequency acquires a small imag­
inary part, so that W = Wk + iJ'k (/'k < 0 for a damped wave). 
This damping is connected with the anti-Hermitian constituent 
of the tensor € and can be found directly either from the dis­
persion relation A = 0 with A given by (5.111), or from the 
energy transport equation involving the anti-Hermitian part of 
€. In the case/, «W of weak damping, i.e., when the imaginary 
part of E = ek€kek is small, we obtain by virtue of (5.111) and 
A(Wk' k) = 0 the relation 

(5.114) 

with E' = Re(ek€ek), Elf = Im(ek€ek). Thus, in the case of a 
slightly absorbing medium equation (5.113) takes the form 

aE at + yr. (VgEk) = 2/'kEk. (5.115) 

We have got 2/, precisely here, because the square of the amp­
litude is damped twice faster than the amplitude itself. 

5.4.2. Wave momentum 

In addition to the energy a wave packet has a certain mo­
mentum. The latter could be found from the general relations of 
electrodynamics of a continuous medium, but here we shall use 
a simpler but no less general approach based upon the Galilean 
invariance of physical processes at velocities much less than that 
of light. 
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Let a wave packet propagate in a medium which moves at 
a constant speed V. Let the packet energy with respect to that 
medium (i.e., in the moving frame ofreference) be Ck. In general, 
in the motionless reference frame the packet energy e~ will differ 
from ek. The relation between both values can be found from the 
principle of Galilean invariance. To do this, consider a particle 
of a mass m moving at the velocity Vo = v + V, where v 
is the relative velocity. The energy of this particle is equal to 
cp = mv5l2 = mv2 /2 + mv . V + m V 2 /2. Thus, up to a constant 
m V 2 /2, the particle energy is equal to cg = cp + P . V, where 
cp stands for the energy in the reference frame moving with the 
medium, and p = mv for the momentum of the particle. 

Let us suppose that the particle is capable of energy and 
momentum exchange with the wave. For the energy and mo­
mentum conservation laws to be satisfied simultaneously in the 
moving and stationary reference frames, the relation between the 
energy and momentum of a packet in a moving medium should 
coincide with that of a particle, i.e., 

(5.116) 

Now let us take into account that a free particle is able to interact 
intensively with a wave only in the case when the Cherenkov 
resonant condition Wk - k . v = 0 is satisfied. Moreover, the 
particle energy variation in respect to the considered medium is 
connected with its momentum variation by an obvious relation: 
6ep = mv ·6v = v ·6p. The wave packet energy and momentum 
variations should also be coupled by the same relation. But they 
are simply proportional to the squared amplitude and, therefore, 
are proportional to each other, i.e., Ck-V,Pk = 0 at wk-k·v = 
O. Since the particle velocity component normal to k is arbitrary, 
the wave momentum P k is directed along k and is equal to 

k 
P k = -Ck 

Wk 
(5.117) 

because V· k = Wk. Thus, we have found the expression for P k . 

Now we see the reason for introducing the quantity Nk of the 
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number of waves in the packet. Using it, we are able to give 
quite simple expressions for the packet energy and momentum: 

(5.118) 

Accordingly, the transformation of the wave energy due to the 
change of reference frame is also simplified. Comparing (5.118) 
with (5.116), we see that the wave energy is transformed in the 
same manner as the frequency due to the Doppler shift, i.e., 

(5.119) 

where wg Wk + k . V. The number Nk of waves and the 
momentum P k are naturally conserved under reference frame 
transformations. 

It is worth noting once more that the ratio of the wave 
energy to its momentum is equal to the phase speed: Ck = 
vp . P k . Thus, the lower the phase speed, the "heavier" the wave 
packet is, i.e., the greater its momentum at a given energy level. 
Hence, the "fastest" waves appear to be the "lightest" ones. 

5.4.3. Waves of negative energy 

At first glance it seems to be rather natural to assume that 
a wave packet energy is always positive since usually we need to 
spend some energy for wave excitation. For equilibrium media 
this property can be strictly proved [79]. For a medium far from 
the equilibrium state, however, this is not true. Waves can often 
have a negative sign of energy in a plasma that is sometimes far 
from equilibrium. This negative energy sign of a wave packet 
means that one should not spend, but extract some amount of 
energy from the medium in order to excite a wave. 

The simplest example of a wave of a negative energy arises 
when considering waves in a moving medium. Let a plane wave 
of frequency W = Wk propagate in the direction of x, so that 
k = kx . The energy of such a wave is equal to C = wkN. As­
sume now that the whole medium starts moving in the opposite 
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direction, i.e., to the left, with the velocity Vx = -Vo. Then a 
Doppler frequency shift W -t w2 = Wk - kvo will take place and, 
accordingly, the energy will diminish: £k -t £0 = (Wk - kvo)N. 
Now let the medium velocity Vo increase. When the velocity Vo 

reaches the wave phase speed, the wave will stop in the motion­
less frame of reference and its frequency and energy will become 
zero. If the velocity Vo exceeds the phase speed, the wave ener­
gy will change its sign and become negative. The wave is swept 
by such a "supersonic" medium to the left while it still propa­
gates to the right relative to the medium itself. The energy of 
such a "lagging" wave is negative, i.e., one should not spend, but 
extract energy from the medium in order to excite it. 

Note, in particular, that the well-known relation of Landau 
for the speed limit of superfluid helium capillary motion, £k -

PkVO > 0, where £k is the energy and Pk is the momentum of 
an elementary helium excitation, is equivalent to the statement 
of the absence of negative energy excitations in the laboratory 
reference frame, i.e., relative to the walls of the capillary that 
carries helium. 

Taking the wave energy sign into account, one can take 
a different view on the phenomenon of Cherenkov emission or 
body streamlining by flows. Denoting the particle velocity (or 
the reversed velocity of the streamlining flow) by Vo, it is easy to 
see that the Cherenkov condition Wk - k . Vo = 0 means that the 
frequency of the corresponding wave, and, therefore, its energy, 
vanishes in the reference frame connected with the particle. One 
may say that a body transmits only zero-energy bow waves in 
the streamlining flow. This seems rather natural, because a body 
at rest does not perform any work. 

If there are internal degrees of freedom and a body can 
vibrate, i.e., if it is an oscillator with frequency Wo, then energy 
exchange between the wave and the oscillator can take place. 
The latter occurs under the resonance condition: 

W - k . Vo = Wo or W - k . Vo = -Woo (5.120) 

In the first case the resonance condition is satisfied when the 
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wave frequency w - k . v and, consequently, the energy, are 
positive. This case is referred to as an ordinary Doppler effect 
and an ordinary resonance. In the' second case the energy of a 
resonant wave appears to be negative and it is usually referred 
to as anomalous. The transmitting oscillator does not lose, but 
gains energy in the case of an anomalous Doppler effect since 
the wave has a negative energy in the reference frame of the 
oscillator. The particles orbiting the magnetic lines in a plasma 
can serve as an example of such oscillators. In this case Wo can be 
equal to an arbitrary integer multiple of the cyclotron frequency, 
and, accordingly, the resonance condition takes the form 

(5.121) 

where n is an integer that is positive in the case of the normal 
and is negative in the case of the anomalous Doppler effect, while 
Vz is the particle velocity along the field line (or the streamlining 
medium velocity taken with the opposite sign). 

We have considered only the simplest case of motion of 
the medium, when the wave possessed a positive energy relative 
to the medium. When considering an unstable plasma, one can 
encounter a more complicated situation when the wave energy 
defined by the general expression (5.107) appears negative even 
for a medium at rest. Of course this can only be the case when 
the plasma is far from equilibrium. For example, waves of nega­
tive energy can exist in a plasma confined within a mirror trap 
with magnetic mirrors when the particle distribution function 
corresponds to the inverse population caused by the leakage of 
plasma components with low transverse velocities. Negative en­
ergy waves can also exist in a plasma with beams of charged 
particles. 

5.4.4. The parabolic equation 

Equations (5.96) and (5.115) obtained for k and £ cor­
respond to the approximation of geometrical optics, when the 
wavelength is assumed to be infinitely small in comparison with 
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characteristic dimensions of the wave packet. But it is possible 
to take into account the small terms of the order of the ratio of 
the wavelength to the wave packet dimensions. With this gen­
eralization we can obtain an approximate description of wave 
diffraction. In the case of a nearly monochromatic wave this 
procedure leads to the so-called parabolic equation, which was 
put forward by Leontovich [25]. 

Let us consider again a quasi-monochromatic wave and 
assume for simplicity that the medium is isotropic, so that the 
frequency depends only upon the absolute value of the wavenum­
ber. We represent the electric field in the form 

E = ekoEexp(iwot + ikox) + (c.c.), (5.122) 

which differs from (5.93) by the weak dependence of both the 
amplitude and phase upon the spatial and temporal coordinates. 
Here ko is the wavenumber, Wo = w(ko) is the corresponding 
eigenfrequency and eko is the polarization vector. To simplify 
things, we shall assume the polarization vector to be constant. 
This is surely valid for a smooth packet with ko essentially ex­
ceeding the inverted packet length. We shall also assume that 
the x axis of the rectangular coordinate system is directed along 
ko. 

The complex amplitude E, which alternates slowly in 
space and time, can be represented with the Fourier integral: 

E = J EK,v exp( -ivt + iK . r) dK dv. (5.123) 

With 'the notation L for the typical wave packet dimensions and 
T rv Llvg for the corresponding time scale we may state that 
the extension of the integration domain over K, is rv 1 I Land 
over v is rv 1 IT. 

If (5.123) is substituted into (5.122), the field E will be 
represented in the form of a Fourier integral with the component 
Ekw being equal to ekoEK,v at k = ko + K, W = Wo + v. But the 
only components that can be involved in the Fourier expansion 
are those whose frequency W coincides with the eigenfrequency, 
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i.e., (w - wk)Ekw = O. Therefore, (wo + v - wko+r;,)Er;,v = 0 and 
hence the relation 

/ (v - Wko+r;, + wko)Er;,v exp( -ivt + iK,' r) dvdK, = 0 (5.124) 

holds. Since K, is small, we shall expand Wko+r;, - Wko in a series 
in K, up to terms of the second power. In accordance with our 
assumption Wk depends only upon the magnitude of k. Hence, 

where 
8w 82w I 

8k' Vg = 8k2' 

J(ko + Kx)2 + Kl :::::: ko + Kx + K'i/2ko. 

If we substitute these expressions into (5.124) and take into ac­
count that v. = ia/8t, K, = -ia/8r, we shall obtain the equation 
for the complex amplitude: 

.8E . 8E Vg v' 82E 
z 8t + ZVg 8x + 2ko tll.E + "2 8x2 = O. (5.126) 

This is the parabolic equation. Omitting the last two small 
terms, we obtain the transport equation 8E / 8t + viJE / 8x = 0 
in the approximation of geometrical optics. Keeping these terms 
provides us with a more accurate description of the wave packet. 
In particular, it gives an approximate account of the diffraction 
effects. 

5.5. Waves in inhomogeneous media 

5.5.1. WKB-approximation 

The problem of a plasma oscillation description becomes 
much more complicated in the case of an inhomogeneous medi­
um. From the purely mathematical viewpoint this complication 
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is related to the fact that one has to treat differential (or inte­
gral) equations with nonconstant coefficients, which faces severe 
computational difficulties. But the real aspect of the situation 
is not the tedious specification of the corrections of the descrip­
tion of homogeneous plasma oscillations, but the emergence of 
new, and sometimes of rather unexpected, plasma modes. These 
new modes frequently appear to be unstable and therefore the 
theory of inhomogeneous plasma oscillations includes the whole 
theory of plasma instability. But this subject is very extensive 
and is not the topic of this Section, so we shall only make brief 
comments. 

The oscillatory modes of a homogeneous plasma are surely 
among the modes of an inhomogeneous one. Therefore the cor­
responding wave propagation can be described by means of the 
wave packet formalism, provided the wavelength is small com­
pared with the inhomogeneity scale. The corresponding approx­
imation is known as the WKB-approximation or the approxima­
tion of geometrical optics and proved universal and applicable to 
any waves, especially waves in a medium with a one-dimensional 
inhomogeneity. 

Let, for the first instance, the plasma characteristics de­
pend only on the z coordinate and the y-component ky of the 
wavevector k be zero. Then the frequency of an eigenmode 
is to satisfy the local dispersion equation determined on the 
grounds of the theory of a homogeneous medium and may be 
regarded as a function of the wavevector with the coordinates 
kx, kz : w = w(kx, kz). Consider the field of a point source vibrat­
ing at the frequency woo If the wave field has been settled, the 
wavenumber will be stationary at any point, therefore \7 w = 0 
according to (5.96), i.e., w(kx, kz) = Wo = const. For a wide 
packet the components kx, kz should be constant at any fixed z 
and should not depend on x. But the vector field k is curlless, 
i.e., k = \7<.p, and hence f)kx/f)z = f)2<.p/f)zf)x = f)kz/f)x = O. 
Thus, the independence of kz upon x implies that kx is con­
stant: kx = const. Therefore, in summary we may say that the 
relation w(kx, kZl z) = Wo implies the functional dependence of 
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kz on z: the wavenumber kz always takes such a value that the 
local frequency should be equal to the external fixed frequency. 

N ow let us turn to the second equation of wave packets 
dynamics - the energy transfer equation (5.113). In the steady 
one-dimensional case it assumes the form 8(vgze)/8z = O. Since 
e is proportional to the squared oscillation amplitude E2, we 
may conclude that E2 f"V const/vgz • The packet "condenses" 
at the spots of zero group velocity and its amplitude tends to 
infinity there. These spots correspond to the turning points, i.e., 
to the points of reflection from the opaque area. 

Let us now consider, by way of example, a transverse 
electro-magnetic wave penetrating into a plasma from the out­
side. In this case we have w~ = w2 = c2k2 + w;e' Let the wave 
be travelling upwards in the positive direction of z and assume 
that the plasma density increases with z. Then the dispersion 
equation implies 

(5.127) 

We see that the component kz of the wavevector decreases when 
the plasma frequencywpe = J47re2n/m increases and tends to 
zero at the point w2 = Wo - c2k~. But w2 = c2(k~ + k~o), with 
kzo being the value of the wavenumber in the vacuum, and hence 
this point corresponds to the frequency 

2 2 k~o 2 • 2 () 
Wpe = W k2 k2 = Wo sm , 

x + zO 

(5.128) 

where () is the angle of incidence of the wave on the plasma. The 
point kz = 0 (vgz is also equal to zero there) corresponds to the 
vanishing of the electro-magnetic wave: it cannot penetrate into 
the deeper layers because the plasma appears to be opaque. If 
the angle () is near 7r /2, this spot will be somewhere in the vicin­
ity of the resonant point Wo = wpe , where the external frequency 
coincides with the Langmuir frequency. 

This results in the flexibility of transformation of a trans­
verse wave into a longitudinal one. Assume, in the first instance, 
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that the electro-magnetic wave is polarized 'so that its electric 
part lies in the (x, z) plane. Then this electric vector will be 
almost parallel to the z axis near the vanishing point, for kx » 
kz there and, consequently, the wave travels in the direction of x. 
Behind the turning point kz appears to be purely imaginary and 
the electric field decays exponentially fast as z increases. But 
nevertheless a weak portion reaches the resonant point W = wpe. 

The external field amplifies the Langmuir waves at this spot 
and the transverse wave energy is transferred into a longitudinal 
wave. This effect is called wave transformation. Other vibration 
modes can experience similar transformations. 

The WKB-approximation can be successfully applied to 
problems of propagation of waves of different types, in particu­
lar, of hydromagnetic waves. Taking the appropriate boundary 
conditions into account, one can obtain the eigenfrequencies of a 
plasma in the case when the standing waves appear to exist due 
to reflection by the boundaries or by the turning points. How­
ever, this method is not completely universal; in fact it fails to 
reveal one of the most interesting peculiarities of plasma eigen­
frequency spectra, in particular of hydromagnetic modes - the 
existence of continuous spectra. 

5.5.2. The continuous spectra 

The WKB-approximation essentially utilizes the picture 
of wave packet propagation and is therefore valid only under 
the condition that these wave packets really do run through a 
plasma. But in the case when the group velocity is infinitesimal 
or exactly equal to zero, the oscillation pattern can be somewhat 
different. To reveal the corresponding picture, we shall proceed 
with Langmuir oscillations in a cold plasma. The frequency W = 
wpe of these oscillations does not depend on k and therefore 
their group velocity is equal to zero. Let us consider what these 
oscillations will look like in an inhomogeneous plasma. 

We can describe the oscillations with the help of the equa-
tion 
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(5.129) 

It can easily be derived by differentiation of (5.63) in time and 
the successive elimination of Band j with the aid of (5.64) and 
the linearized equation 

8j = -en 8ve = e2nE 
8t 8t me 

of the electron motion. Equation (5.129) describes both trans­
verse and longitudinal waves in a plasma. For longitudinal waves 
E = -\lcp and the \lx-operation transforms (5.129) into \lcpx 
\In = O. Thus, the levels of constant density should be equipo­
tential. 

Let us start off with these oscillations. In view of \l cp = 
8cp/8n \In, equation (5.129) assumes the form 

82 8cp 2 8cp 
8t2 8n + Wpe 8n = O. (5.130) 

It is evident that at any spot the potential oscillates with the lo­
cal plasma frequency. For every available value W = w~~) of the 
frequency there is a discontinuous solution to equation (5.130), 
corresponding to 8cp/8n = 8(n - nCO»). It is given by a piece­
wise constant function with a single jump on the surface corre­
sponding to the chosen value of the eigenfrequency. This mode 
describes oscillations of the electrons inside of the thin layer con­
taining the surface n = const, with other electrons being at rest. 
The specified layer behaves as a harmonically oscillating electric 
double-layer distributed over the surface of the potential jump. 
Thus, the problem under consideration is related to the contin­
uous oscillation spectra, and the eigenfrequencies can take any 
value between the minimum Wpemin and maximum wpemax val­
ues of the local plasma frequency, determined respectively by the 
minimum and maximum values of the electron density. 

Suppose that there is an initial disturbance of the electron 
density in a plasma, such that all the electrons were simultane­
ously shifted in the same direction. At first we shall see the 
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coherent electron oscillations near the equilibrium position. But 
in time the phases of oscillations in different layers will diverge 
from one another. In other words, the wavevector k will grow 
linearly with time due to the equation 8kj8t = Vw. Namely we 
have k = tV wpe. It is evident that the higher the density gradi­
ent, the higher the growth rate. We can say that a "wind" blows 
in the k -space from small to high wavenumbers. The amplitude 
of the electro-magnetic oscillations will decrease monotonically 
since the oscillations will be synchronized only in narrow con­
tracting areas. 

The above picture proved typical for any system with a 
continuous spectrum, not only for an inhomogeneous plasma in 
respect to the Langmuir oscillations. As for the decay of oscilla­
tions due to the phase disbalance, it appears to be analogous to 
the Landau damping, which takes place in the space of velocities 
with Van Kampen waves of the continuous spectrum. 

Let us now pass to Langmuir oscillations of a more general 
type. Suppose the length of these oscillations is much less than 
c/wpe . Then the right-hand side of equation (5.129) may be con­
sidered large in comparison with the left-hand one, and therefore 
the equation can be treated by means of successive iterations. As 
a first approximation we have E = -V <po To obtain the next 
approximation one should impose the restriction that the small 
left-hand side be or~hogonal to the solution of the homogeneous 
equation of the first approximation. In our case this restriction 
is just the condition that the expression on the left-hand side is 
divergence-free, i.e., 

82 

8t2D.<P + V· (W;eV<p) = O. (5.131) 

On assuming the density n to be dependent only on the coordi­
nate Z, we can look for a solution of the form <p(z) exp( -iwt + 
ikx). In the particular case n = no (1 - z / L) of linear increase 
of the density with z, equation (5.131) takes the form 

d (2 Z) d<p 2 (2 Z ) - 1I +- --k 1I +- <p=O 
dz L dz L 

(5.132) 
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with 1/2 = (W2_W~~)2)/W~~)2, W(O) = V47re2no/me. This equation 
also generates a continuous spectrum of eigenfrequencies [80]. 

In the case of Langmuir oscillations the continuous spec­
trum appeared to be the consequence of the vanishing of the 
group velocity. As a result all the oscillations were local in space 
and did not move. It turns out that other plasma oscillation 
modes, in particular the hydromagnetic modes, can exhibit sim­
ilar characteristics. 

Let us consider, by way of example, an Alfven wave. We 
know that its group velocity is directed along the magnetic field. 
Therefore in a plasma layer, such that the Alfven velocity de­
pends, for instance, on the lateral coordinate x (say, due to the 
dependence of the density upon x), but which is uniform with 
respect to translations along the magnetic lines, things will be 
just the same as in the case of Langmuir waves. Indeed, since the 
transverse part of the group velocity vanishes, the waves propa­
gating inside different layers will not affect each other, each one 
running at its own local Alfven velocity. 

Consequently, any initial disturbance will be split into 
fiber-like wave packets and the net amplitude will, so to speak, 
decay with time. 

This effect was observed in experiments on Alfven wave 
propagation along a plasma column created by a O-pinch con­
traction. One may introduce small initial perturbations into the 
plasma column by a pulsed disturbance of the transverse mag­
netic field. It could be expected that this distortion would run 
away as a pulse of an Alfven wave. But in fact it vanished 
rapidly and almost did not move. This effect was related to the 
inhomogeneities of the density in the direction transverse to the 
plasma column axis [81], which resulted in a difference of phase 
velocities at different distances from the axis. Running at dif­
ferent velocities, the disturbance pieces become desynchronized 
in a short time and the perturbation disappears. Later on spe­
cial experiments on the evolution of periodic perturbations of a 
plasma column in a magnetic field displayed full agreement with 
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the theory based on the grounds of the continuity of the Alfven 
wave spectrum. 

It turned out that the spectrum of other hydromagnetic 
modes in an inhomogeneous plasma appeared to be continuous 
as well [82]-[84]. A simple example is furnished by the case 
of a cylindrical plasma column carrying an electric current and 
immersed in a longitudinal magnetic field. With the notation 
Bz for the longitudinal and Bo for the azimuthal parts of the 
magnetic field we find that the frequency of the Alfven wave of 
a helical-like form exp(ikzz + im(}) is given by 

As already stated, these waves run independently within thin 
coaxial layers. 

The slow wave spectrum is also continuous [83]. The dis­
persion equation for such a strongly localized wave may be ob­
tained by putting k -+ 00 in (5.21) and reads as 

(5.133) 

Thus, in addition to Alfven waves there are two fami­
lies of hydromagnetic oscillation modes with continuous spec­
tra. These modes cannot be rigorously described by the WKB­
approximation, for they correspond to singular surfaces where 
the WKB-approximation is not valid. The continuous spectra 
are a very interesting peculiarity of one-fluid magneto-hydro­
dynamics. 
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